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Abstract. Wind farms, particularly offshore clusters, are becoming larger than ever before. Besides influenc-
ing the surface wind flow and the inflow for downstream wind farms, large wind farms can trigger atmospheric
gravity waves in the inversion layer and the free atmosphere aloft. Wind-farm-induced gravity waves can cause
adverse pressure gradients upstream of the wind farm, which contribute to the global blockage effect, and can
induce favorable pressure gradients above and downstream of the wind farm that enhance wake recovery. Nu-
merical modeling is a powerful means of studying these wind-farm-induced atmospheric gravity waves, but it
comes with the challenge of handling spurious reflections of these waves from domain boundaries. Typically,
approaches which employ radiation boundary conditions and forcing zones are used to avoid these reflections.
However, the simulation setup of these approaches relies heavily on ad hoc processes. For instance, the widely
used Rayleigh damping method requires ad hoc tuning to produce a setup that may only produce satisfactory
results for a particular case. To provide more systematic guidance on setting up realistic simulations of atmo-
spheric gravity waves, we conduct a large-eddy simulation (LES) study of flow over a 2D hill and through a
wind farm canopy that explores the optimum domain size and damping layer setup depending on the fundamen-
tal parameters which determine the flow characteristics.

In this work, we only consider linearly stratified conditions (i.e., no inversion layer), thereby focusing on
internal gravity waves in the free atmosphere and their reflections from the domain boundaries. This type of flow
is governed by a single Froude number, which dictates most of the internal wave properties, such as wavelength,
amplitude, and direction. This, in turn, will dictate the optimum domain size and Rayleigh damping layer setup.
We find the effective horizontal and vertical wavelengths (the representative wavelengths of the entire wave
spectrum) to be the appropriate length scales to size the domain and damping layer thickness, and the optimal
Rayleigh damping coefficient scales with the Brunt—Viisild frequency.

Considering Froude numbers seen in wind farm applications, we propose recommendations to limit the reflec-
tions to less than 10 % of the total upward-propagating wave energy. Typically, damping is done at the top bound-
ary, but given the non-periodic lateral boundary conditions of practical wind farm simulation domains, we find
that damping the inflow—outflow boundaries is of equal importance to damping the top boundary. The Brunt—
Viisild frequency-normalized damping coefficient should be between 1 and 10. The damping layer thickness
should be at least one effective vertical wavelength; damping layers exceeding 1.5 times the vertical wavelength
are found to be unnecessary. The domain length and height should accommodate at least one effective horizontal
and vertical wavelength, respectively. Moreover, Rayleigh damping does not damp the waves completely, and
the non-damped energy might accumulate over the simulation time.
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1 Introduction

The size of a modern wind farm, especially offshore, can
extend several tens of kilometers horizontally, involving
flow interactions on a regional scale with impacts well into
the free atmosphere. The energy and momentum extraction
caused by a large wind farm is significant enough to deceler-
ate the flow in the atmospheric boundary layer (ABL) (Frand-
sen, 1992; Calaf et al., 2010; Smith, 2010), which slowly re-
covers because of turbulent momentum transfer and the in-
terplay between the large-scale driving pressure gradient and
the Coriolis force. This is evident from the consolidated wake
of a large wind farm, which extends far beyond the wind farm
in the streamwise direction. Researchers frequently study the
behavior of a wind farm within the ABL only and do not con-
sider the free atmosphere above. However, a full understand-
ing of large-wind-farm behavior requires an understanding of
the farm’s effect on the free atmosphere and vice versa.

The temperature stratification of both the ABL and the
free atmosphere is strongly connected to the flow dynam-
ics of large wind farms. For instance, the thickness of the
ABL can significantly decrease during stable atmospheric
conditions, which will affect the flow at turbine level in a
variety of ways. In offshore environments in particular, the
height of the capping inversion (the relatively thin strongly
stable layer that often forms between the top of the ABL
and the free atmosphere) can drop to a few hundred meters
at night. In such conditions, wind farms can induce atmo-
spheric gravity waves (AGWs), which include trapped grav-
ity waves (TGWs) in the capping inversion and internal grav-
ity waves (IGWs) in the free atmosphere aloft. Wind-farm-
induced AGWs were first hypothesized by Smith (2010),
who treated wind farms as semi-permeable obstacles that can
deflect the flow upward to displace the capping inversion, re-
sulting in these buoyancy-driven waves.

Wind-farm-induced AGWs can affect wind farm perfor-
mance by creating streamwise pressure gradients that accel-
erate or decelerate the flow into and through the farm, con-
tributing to the phenomenon of “wind farm blockage” and
affecting the way the consolidated wind farm wake recov-
ers. Smith (2010), Allaerts et al. (2018), and Lanzilao and
Meyers (2021) believe that AGWs are the main driver be-
hind the wind farm blockage effect at the entrance of a wind
farm. Wu and Porté-Agel (2017) theorize that the wind farm
blockage effect is the combined effect of AGWs and cumula-
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tive turbine induction. The term “regional efficiency” of wind
farms was introduced by Allaerts and Meyers (2018) to char-
acterize the impact of atmospheric gravity waves on wind
farm performance. They claim that regional efficiency is of
the same order as wake-induced wind farm efficiency losses.
Allaerts et al. (2018) estimated a 4 to 6% decrease in the
annual energy production of an offshore wind farm caused
by the blockage effect created by AGWSs. On the other hand,
Lanzilao and Meyers (2023) and Stipa et al. (2024) argue
that AGWs can also assist in wind farm wake recovery be-
cause they can create a locally favorable pressure gradient
at the downstream end and behind the wind farm. However,
the extent of the favorable pressure and whether or not it al-
ways improves wind farm wake recovery are still unknown.
Because of the sheer scale of AGWs and their interaction
with wind farms, little — if any — experimental data exist to
quantify their effects on wind farms; most investigations on
wind-farm-induced AGWSs are numerical.

Numerical flow simulation, particularly large-eddy simu-
lation (LES), is a useful tool to study AGWs. Gravity waves
induced by large wind farms were first investigated with
LES by Allaerts and Meyers (2017). Since then, wind-farm-
induced gravity waves have been studied using LES by Al-
laerts and Meyers (2017, 2018), Allaerts et al. (2018), and
Lanzilao and Meyers (2021, 2023), all of which used pseu-
dospectral codes and a forcing fringe region to circumvent
the horizontal periodicity that is inherent in the pseudospec-
tral approach. Stipa et al. (2024) and Maas (2023) have also
studied wind-farm-induced gravity wave effects using simu-
lations with finite-volume codes, where the former used peri-
odic boundary conditions and the latter used inflow and out-
flow boundary conditions.

The simulation of wind-farm-induced atmospheric grav-
ity waves in a finite domain requires special treatment at all
domain boundaries other than the ground to stop the gravity
waves from spuriously reflecting off these boundaries that do
not exist in reality. AGWs propagate in all directions, so they
spuriously interact with the inflow, outflow, and top bound-
aries (all of which do not exist in reality). Unfortunately,
current approaches to avoiding wave reflection at domain
boundaries are all ad hoc and require extensive fine-tuning
(Allaerts, 2016; Lanzilao and Meyers, 2023). Thus, setting
up reflection-free simulations is currently tedious, computa-
tionally expensive, and time-consuming, and there is a lack
of clear guidance.

The goal of this study is to make the process more sys-
tematic by investigating possible relations between the sim-
ulation setup and the physical parameters driving the flow
through wind farms under stable atmospheric conditions. We
anticipate that appropriate simulation parameters, like do-
main length and height, are related to internal wave proper-
ties such as wavelength and direction. We therefore investi-
gate the proper scaling of simulation parameters and their ef-
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fectiveness in avoiding wave reflections for a range of physi-
cal parameters. Understanding the relation between the phys-
ical parameters, the internal wave properties, and the simu-
lation setup enables recommendations to be made on how
to set up simulations involving internal atmospheric gravity
waves.

As this is, to our knowledge, the first systematic LES study
to investigate the relation between simulation setup and phys-
ical parameters, we restrict ourselves to the study of inter-
nal gravity waves in the free atmosphere for reasons of sim-
plicity. Investigating the free atmosphere separately is vital
to handling the reflections, as IGWs propagate both hori-
zontally and vertically and hence can reflect off all domain
boundaries. To this end, we consider two linearly stratified
flow scenarios: the flow over a bell-shaped 2D hill and the
flow through a wind farm canopy as a simpler surrogate for
a wind farm consisting of discrete turbines. The former flow
scenario can be solved analytically and is used mainly to val-
idate the simulations and to understand the dependence of
AGW properties on the governing flow parameters.

The paper is structured as follows: Sect. 2 gives an
overview of current approaches to avoiding AGW reflection
at domain boundaries and highlights why it is so challenging
to obtain a good simulation setup for inflow and outflow type
of simulations. Next, Sect. 3 describes the flow scenarios
studied in this study. In Sect. 4, the simulation methodology
and the methods to analyze the LES data are explained. The
numerical models and simulation setups for both flow sce-
narios are also explained in this section. Section 5.1 presents
the results for the hill case, while Sect. 5.2 contains the re-
sults for the wind farm canopy. In Sect. 6, the conclusions
of this research are presented as recommendations on how to
effectively and efficiently set up simulations involving atmo-
spheric gravity waves.

2 Current practices to avoid spurious AGW
reflection

Two main methods exist to mitigate spurious AGW do-
main boundary interaction: radiative boundary conditions
and damping layers. Radiative boundary conditions often
take the form
d¢ a9

ot +cj on; 0, €))
where ¢ is the quantity being transported through a bound-
ary over time ¢, n; is the displacement in the direction j nor-
mal to the boundary, and c; is the wave transport velocity in
the normal direction. One way to imagine this boundary con-
dition is that the transported quantity ¢ is set to be exactly
the same value as that imparted by the wave as it propagates
to the boundary, thus absorbing the wave. One major diffi-
culty is accurately determining c¢;. This is often only possi-
ble in idealized situations. The radiative boundary condition
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is capable of allowing wave energy out of the domain only
if the waves move perfectly normal to the boundary (Durran,
1999). However, internal gravity waves typically move at an
angle relative to horizontal.

A popular alternative to the radiative boundary condition
is a damping layer. Damping layers, sometimes referred to as
“sponge zones”, attenuate waves as the wave moves through
the zone. These zones are placed adjacent to domain bound-
aries and have a prescribed thickness. A downside to using
such zones is that, because they have thickness, the domain
size needs to be increased accordingly, which adds some ex-
tra computational cost. Typically, damping layers are either
of the viscous type or of the relaxation type, with the lat-
ter also known as Rayleigh damping layers (RDLs). RDLs
are more commonly used than viscous damping and are con-
sidered more effective than the latter. For example, a recent
study by Lanzilao and Meyers (2023) found that RDLs out-
perform radiative boundary conditions in minimizing AGW
reflections in wind farm simulations. For this reason, we fo-
cus on the application of RDLs in this study.

In principle, the quantity of interest passing through an
RDL, usually velocity but also sometimes temperature, is re-
laxed toward a prescribed reference value with a specified
timescale as the wave travels through the RDL, reflects off
the boundary, and travels back through the RDL once again.
Rayleigh damping is introduced into the transport equations
as a forcing term, which, for the case that the quantity to be
damped is a 3D field ¢(x), takes the form

1
R (x) = —— (X)) = Prer(x)), )

where ¢ref(x) is the reference value toward which the quan-
tity of interest in a parcel of fluid is driven along a stream-
line. For example, where the velocity field is required to
be damped, then ¢(x) = u(x) and @ref(x) = Urer(x). In
this case, urf(x) could be defined as [G,, Gy, 0], where G
is the geostrophic wind vector. Sometimes the situation is
ageostrophic and a reference horizontal velocity is not ap-
propriate, in which case only the vertical (z) component of
velocity is damped toward zero. The Rayleigh damping func-
tion, f(x), is a critical part of an RDL that ensures that the
wave gradually dissipates energy as it travels through the
layer and that the attenuation does not cause waves to re-
flect from the interface between the non-damped and damped
regions. The function f(x) can be linear, exponential, poly-
nomial, or cosine. A cosine function is commonly used in
the vertical, which, for the upper boundary, typically has the
form (Lanzilao and Meyers, 2023)

f2) = [1_005 (iM)], 3)
Sra Lq

where z is the height above the ground, L, is the height of the
computational domain, Lq is the thickness of the damping
layer, and s, is a constant that controls the gradient of the
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damping function in the vertical. This was tuned by Lanzilao
and Meyers (2023), and the best results were obtained for a
value of s;,=2. Although this suggests some dependency of
wave damping on the shape of the damping function, Perié
(2019) found that the form of the damping function had little
impact when investigating different approaches to damping
internal waves.

The timescale (7) or damping coefficient controls how fast
the quantity is relaxed toward a reference value. In Lanzilao
and Meyers (2023), t is scaled with the Brunt—Viisila fre-
quency (N) in pursuit of the optimal value for wind farm
simulations, suggesting an optimum value of £ = 1/(tN) of
3, with sz = 2, as mentioned above. By contrast, Allaerts
(2016) tuned the RDL damping coefficient and found an op-
timum value of 1/t =0.0001s~!, translating into a typical
value of £ = 0.017, though it should be noted that this was
for a value of s, = 1; the same value of & was used in a num-
ber of later studies, including Allaerts and Meyers (2017),
Allaerts et al. (2018), and Allaerts and Meyers (2018).

The damping layer thickness is an important parameter
as it determines the space available for the forcing to dissi-
pate the incoming wave energy. Klemp and Lilly (1978) sug-
gested that the thickness should be greater than one vertical
wavelength based on hydrostatic flow solutions of a single
Fourier mode. More recent studies also follow this conven-
tion but without any further investigation: Allaerts and Mey-
ers (2017, 2018) and Lanzilao and Meyers (2021, 2023) use
a 15km thick RDL only at the top boundary as the vertical
wavelengths in their simulations are always less than 15 km.

As mentioned above, many of the existing LES studies
on wind farm interaction with the ABL are performed with
codes that are horizontally pseudospectral. Pseudospectral
codes have the advantage of nearly exponential error conver-
gence with increasing spatial resolution, but they come with
the limitation that all lateral domain boundaries must be pe-
riodic. This poses a challenge for wind farm simulations be-
cause we wish to advect turbulent ABL flow into the domain
and allow that flow, along with that produced by the wind tur-
bine wakes, to exit the domain. Periodic boundaries normally
would cause the wake flow exiting the domain to re-enter at
the inflow. The solution to this problem is the introduction
of a forcing fringe region adjacent to the downstream bound-
ary, which forces the “contaminated” inflow back toward the
pre-computed or concurrently computed pure turbulent ABL
inflow solution (Inoue et al., 2014). However, it is impor-
tant to remember that pseudospectral codes with their peri-
odic lateral boundary conditions effectively have no lateral
boundaries. RDLs only have to be applied adjacent to the
top boundary. Furthermore, the forcing fringe region used to
force the downstream flow back toward the desired inflow
state is a form of Rayleigh damping. This means that AGWs
will not reflect off the lateral boundaries in pseudospectral
LES; rather, they will simply exit the domain on one side
and re-enter at the inflow. The forcing fringe region will have
some effect on damping the lateral progression of the AGWs
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or may trigger spurious gravity waves, requiring additional
treatment (Lanzilao and Meyers, 2021).

As opposed to pseudospectral simulations, simulations
with inflow—outflow boundary conditions, which are more
commonly used in engineering applications, do not have lat-
eral periodicity and hence do not need a forcing fringe re-
gion. Inflow is simply injected into the domain on the in-
flow boundary with a Dirichlet condition, and the outflow
boundary is often a Neumann or advection boundary condi-
tion that lets the waked flow exit the domain. There is no
need for a fringe zone that forces the waked outflow back
to the desired clean inflow. On the downside, this approach
requires real lateral boundary conditions that gravity waves
will either reflect off or spuriously interact with. Therefore,
RDLs must be placed adjacent to these boundaries and adja-
cent to the top boundary. Very little guidance is given in the
literature on how to effectively simulate gravity waves us-
ing inflow—outflow boundaries. Stipa et al. (2024) and Maas
(2023) used inflow—outflow boundary conditions for their
large-wind-farm LES, but the approach is complicated when
modeling AGWs. Any inconsistency between the inflow and
the internal flow field triggers non-physical waves at the in-
let, which propagate into the domain over time. Besides the
generation of spurious waves due to these mismatches, avoid-
ing gravity wave reflections from the domain boundaries is a
significant challenge. Reflections are spurious waves that are
triggered by having a boundary that is not there in reality but
required in these simulations. As shown in Fig. 1, the grav-
ity waves triggered by a small hill under linearly stratified
conditions should move up and out of the numerical domain.
But the reality of a finite domain with boundary conditions
that do not exactly depict the actual physical conditions at the
boundaries causes these waves to reflect. The non-dissipated
wave energy accumulates at the boundaries and propagates
back into the domain, eventually making the solution non-
physical.

The current approaches to setting up RDLs in wind farm
simulations are rather ad hoc. Extensive fine-tuning of the
damping parameters is required to set up a working simula-
tion, which may be applicable only to a specific case (Al-
laerts, 2016; Lanzilao and Meyers, 2023). As a result, setting
up reflection-free simulations is tedious, computationally ex-
pensive, and time-consuming. The aim of this paper is to in-
vestigate how to make the process less ad hoc by investigat-
ing relationships between the simulation setup and the fun-
damental physical parameters driving wind farm flow under
stable atmospheric conditions.

3 Flow scenarios
In this study, we consider two simple 2D flow scenarios that
generate internal gravity waves: the flow over a bell-shaped

hill and the flow through a wind farm canopy. Our initial fo-
cus lies on the hill case, which is used in various meteorology

https://doi.org/10.5194/wes-10-1167-2025



M. A. Khan et al.: Relationship between simulation parameters and flow variables in studying AGWs 1171

z [km]

-
*;
-

e
_—
—

-0.2

-0.4

-10 -5 0
x [km]

-0.6
5 10 15

Figure 1. Vertical velocity contours of the flow over a small hill located at x = 0 km, produced by simulating a bell-shaped hill under linearly
stratified laminar conditions using the Simulator for Wind Farm Applications (SOWFA). The region outside the dotted red box consists of

Rayleigh damping layers at the inlet (left), top, and outlet (right).

and earth sciences studies, such as Vosper and Ross (2020)
and Snyder et al. (1985). The reasons for starting with the
hill case include the simplicity of the flow scenario, compu-
tational affordability, and the availability of a semi-analytical
solution (which is useful for validation purposes). Moreover,
the primary aim of this study is how best to handle atmo-
spheric gravity waves in numerical simulations, and the wave
source is thereby of less importance. Nevertheless, the simu-
lated hill heights are similar to typical wind turbine rotor tip
heights, and the half width of the hill is of the same order as
typical wind farm lengths. In the second flow case, we study
the flow through wind farm canopies to extend the findings
from the hill case to wind farm applications. Unlike the rigid
hill, a wind farm canopy is a porous region in which the drag
force of the wind turbines is applied homogeneously. The de-
tails of both flow scenarios are discussed in more detail in the
following subsections.

3.1 Scenario 1: bell-shaped hill

The first flow scenario considers flow over a 2D bell-shaped
hill. The height profile & of a bell-shaped hill — sometimes
referred to as the witch of Agnesi (WOA) profile — is defined
in the horizontal direction x as

B H
14+ (x/L)?

This profile is governed by two parameters, i.e., the maxi-
mum hill height H and the half width at half height L.

To allow for a direct comparison between an LES and a
linear gravity wave potential flow solution, surface friction
and the Coriolis force were excluded, and only a linearly
stratified free atmosphere was considered with uniform in-
flow. Although the inflow was laminar, the LES model could
still generate turbulence due to flow separation behind the
hill.

A computationally inexpensive semi-analytical flow solu-
tion over the hill was used to understand the properties of the

h(x) “
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IGWs and validate the numerical solutions. We use the ana-
Iytical solution along with the relative root mean square error
(R-RMSE) metric (discussed in Sect. 4.3) to quantify reflec-
tions in the simulations. The following subsection gives an
overview of this semi-analytical solution and how it is used
in this study.

3.1.1 Semi-analytical solution

Linear wave theory, particularly the Taylor—Goldstein equa-
tions, is commonly used to study atmospheric gravity waves.
Allaerts (2022) used these equations to develop a Python
module called Linear Buoyancy Wave Package (LBoW) to
solve linear buoyancy wave problems. In this research, we
use part of this code that computes a semi-analytical steady-
state solution of the uniform, stratified flow over the WOA
hill. The code solves the equations on a grid in frequency
space using fast Fourier transform (FFT). The solution is in-
dependent of the grid size in the vertical direction but not
in the horizontal direction. A solution at any vertical level
can be acquired without requiring a prior solution at lower
and higher levels. The grid resolution in the horizontal direc-
tion dictates the solution accuracy. The FFT solution devi-
ates from a theoretical Fourier transform of the bell-shaped
hill for high horizontal wave numbers due to rounding errors.
A mesh size in the range of 20 to 100 m is recommended to
compute the semi-analytical solution.

The steady-state, semi-analytical solution of uniform flow
over the hill in a stably stratified free atmosphere with a uni-
formly increasing potential temperature with height is shown
in Fig. 2a, where the upward flow deflection by the hill trig-
gers only IGWs. The vertical velocity contour and stream-
lines of the displacement field clearly show the propagation
of gravity waves in the vertical direction. The gravity waves
transport energy mainly upward from their source, the hill or
a wind farm, but some wave amplitude decays with height.
At the same time, the waves are also blown downstream.

Wind Energ. Sci., 10, 1167-1185, 2025




1172

M. A. Khan et al.: Relationship between simulation parameters and flow variables in studying AGWs

10
(a)

z [km]

N ——— Ahor

—\.\_//\_

—/—\_/’—\
0.2

_{\'v-er/\_h 0.0 IE

z

e W |
2 —,\/v— -0.4

(b)

mmmmmmem-O

L S —
0 Y =

-5.0 -2.5 0.0 2.5 5.0 7.5 10.0 12.5

x [km]

0.004 0.008 0.012
k [m™1]

Figure 2. (a) Steady-state analytical solution of flow over a WOA hill centered at x = 0 km. The color contours represent vertical velocity,
and the streamlines from the displacement field show the wave propagation. (b) The streamwise wave spectrum for vertical velocity at a
height, where critical, dominant, and effective wave numbers are identified for Fr = 0.1 and 0.5. Figure created with LBoW (Allaerts, 2022).

The combined effect is a decrease in the amplitude of some
parts of the wave with height and downstream distance. The
properties of IGWs depend on the wind speed U, hill half
width at half height L, hill maximum height H, and Brunt—

Viisila frequency N = ,/(g/ 9)(%) (where g is acceleration
due to gravity and 0 is the potential temperature at height z).
Employing similarity theory, we normalize these variables
to get two physical parameters, the Froude number (Fr) and
the slope parameter (Sy), where Fr=U/NL and S, =H/L.
Thus, the wave properties depend mainly on the free atmo-
sphere Froude number and the slope parameter.

It is important to understand that the wave train seen in
Fig. 2ais not monochromatic but is actually a wave spectrum,
which is given by the following expression:

Wk, 7)) =mHLiUke ¥Leimz, )
with
® sen(k)/k2 — k2 for [k| < ke, ©
m =
iVk?—k2 for [k] > ke,

where k and k. = N/ U are horizontal and critical wave num-
bers, respectively. Here, sgn suggests the use of the actual
value, positive or negative, acquired from the square root
in the expression, as Eq. (5) includes imaginary numbers.
The spectrum for a specific height is shown in Fig. 2b to-
gether with the three important length scales correspond-
ing to the dominant (kg = 1/L), critical (k.), and effective
(ke = 1/Anor) wave numbers. Thus, there are three important
wavelengths to consider:

1. The wavelength with the highest amplitude is the domi-
nant wavelength, Ay = 27 L, which depends on the hill
width.

2. However, the dominant wavelength for the bell-shaped
hill is not necessarily the wavelength that is the most
visually apparent in contour plots. For example, the
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most apparent wavelength, which is termed the effec-
tive wavelength, is shown in Fig. 2a with a horizontal
red arrow and is labeled Apoy.

3. Lastly, there is a critical wavelength (often we con-
sider its reciprocal, the critical wave number). For wave-
lengths smaller (or wave numbers larger) than the criti-
cal one, the waves cannot be supported by buoyancy, so
they dissipate and are called “evanescent” waves.

Although the analytical solution tells us that wave ampli-
tude depends more on the hill slope, particularly the height,
the effective wavelengths and the inclination angles of the
IGWs depend on Fr. The IGWs naturally tend to travel ver-
tically, but the background flow forces them to bend. Since
zero advection speed is impossible, these waves always travel
inclined. For Fr in the range of 0.1 to 1.5, the inclination an-
gle to the streamwise direction, estimated from the vertical
velocity field, is in the range of 75-53°, respectively. The
effective horizontal wavelength (Aphor) is sensitive to the hill
width for low Fr, but for Fr > 0.5, it depends more on the
Scorer parameter (N /U ), which is the reciprocal of the buoy-
ancy length. This can be seen in Fig. 3a, where the normal-
ized Apor, calculated from the semi-analytical solution and
LES, is plotted against Fr. We measure Aoy as twice the dis-
tance between the global maxima and minima determined
from a vertical velocity plot at a constant height along the
domain length. We see that as Fr is increased, Apor increases,
but it is not a linear relation.

Although we visually identify with the effective wave-
length of AGWs when we view figures like Fig. 2a, those
AGWs are really a spectrum of waves. Based on the spec-
trum and wave numbers shown in Fig. 2b, the situation can
be classified into two different conditions:

1. When the critical wave number is greater than kg or
when Fr < 0.5, the dominant wavelength is greater than
Ahor- In this situation, Apor depends more on the hill half
width than on the Scorer parameter, and the entire wave
spectrum is preserved, and the waves propagate.
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Figure 3. The variation in effective (a) horizontal and (b) vertical wavelengths with Fr.

2. On the other hand, when Fr > 0.5, the critical wave
number is closer to kq; thus, part of the spectrum be-
comes evanescent, and wave numbers greater than k.
are dissipated. In this case, the dominant wavelength is
less than Aper, Which depends more on the Scorer pa-
rameter.

The effective vertical wavelength (Ayer), shown as the ver-
tical red arrow in Fig. 2a, depends only on the Scorer pa-
rameter, which is proportional to the vertical wave number.
This is evident from Fig. 3b, where Ayer, normalized with
the maximum vertical wavelength 27 (U/N), is shown as a
function of Fr. The constant Aye /2w (U/N) for varying Fr
indicates that Ayer does not depend on L and is usually repre-
sentative of the maximum vertical wavelength. Ay is mea-
sured as twice the distance between the global maxima and
minima determined from a vertical velocity plot along the
domain height at the x location corresponding to H. The
locations of global extrema are extracted from the vertical
velocity on the physical coordinates such that grid stretching
does not affect Aye,. It is also important to note that the IGW's
curve downstream of the hill; thus, A, varies slightly at dif-
ferent streamwise locations for values of Fr > 0.5, as seen in
Fig. 3b. Therefore, the maximum vertical wavelength is bet-
ter suited to scaling in the vertical direction, especially since
it is almost equal to Ayer.

Hence, it can be seen that the effective horizontal and ver-
tical wavelengths can be greater than the dominant length
scales, i.e., the hill width and height; thus, domains scaled
with the hill width and height might be inappropriate for the
accurate simulation of gravity waves.

This study focuses only on the Froude number as it per-
tains to gravity wave properties that are critical to the simu-
lation setup. The slope parameter is less critical for this re-
search, and the slope of the hill (Sy) is kept the same. With
different hill shapes, the amplitude and wave spectrum would
change, making comparisons between simulations with dif-
ferent hill shapes inconsistent. In addition, we only consider
the steady-state solution.

https://doi.org/10.5194/wes-10-1167-2025

3.2 Scenario 2: wind farm canopy

Wind farm flow interactions with the atmosphere involve a
wide range of length scales. When focusing on wind-farm-
induced IGWs, large length scales are important, as the ex-
pected IGW wavelengths are on the scale of the wind farm
length, which can be several kilometers. Since the intra-farm
(turbine—wake) interactions are not the focus of this study,
wind farm canopies are a convenient way to model wind
farms without the complexity of modeling individual wind
turbines. The concept of a wind farm canopy was introduced
by Markfort et al. (2018) through an analytical model to rep-
resent large wind farms in weather prediction models. In our
work, we use a similar approach to simulate the cumulative
drag force of a wind farm consisting of a number of wind
turbines of a given type.

The standard coefficient of thrust associated with a wind
turbine rotor is

T T

_ -
3V

= %pUzAr =

)

t

where A; is the rotor-swept area, D; is the turbine rotor
diameter, p is the density of air, T is the dimensional ro-
tor thrust force, and U is the freestream velocity. Because
we distribute the force of the rotors in the wind farm over
the volume occupied by the wind farm, it is better to de-
fine a thrust coefficient based on the area of the farm be-
longing to this rotor (i.e., the entire footprint area consider-
ing turbine spacing allocated to this wind turbine). This area
is Af=(8xDp)(SyDy) = SxSyDrz, where Sy and S, are the
turbine spacings in the two horizontal directions within the
farm. This new thrust coefficient is
o ®)
“ 1pU?s,8,D?’
The two thrust coefficients are related to each other through
b4

= Ct. 9
Ct 48, Sy t 9
Defining dimensional thrust based on ¢, we have

_ l 2 2
T = 2,oU Sy SyDycy, (10)
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and normalizing dimensional thrust by the volume of the
farm occupied by a turbine, V¢ = S, S, Drz(Ht — Hy), where
H; and Hy, are the height of the top and bottom of the turbine
rotor and also the height of the top and bottom of the wind
farm canopy, we have

T 1 pU?S.S,D? 1 pU?

fo =S == B = Ct = — Ct
Vi 28:SyDy(Hy — Hy) 2 (Hy— Hyp)
1 oU*rn

=——(C;. 11
8 8. Sy(H,— Hp) (1)

It is this thrust per unit volume that is applied to the mo-
mentum equations as a source term within the wind turbine

canopy volume. The wind speed, U, is determined locally at
each cell center within the canopy.

4 Methods

4.1 Simulation parameters and setup

A set of non-dimensional parameters governs the flow over
the terrain and through wind farms under linearly strati-
fied atmospheric conditions. These parameters can be deter-
mined by normalizing the flow equations or performing di-
mensional analysis of a number of key variables. These vari-
ables are detailed in Table 1, along with their practical val-
ues in wind energy applications. From these variables, the
set of non-dimensional parameters in Table 2 can be defined.
The first two sets are physical parameters, namely the Froude
number and slope parameter, while the remainder are simu-
lation parameters.

An appropriate choice of grid structure, resolution, and
time step is important for the simulation of gravity waves,
particularly for very low values of Fr, because the flow inter-
actions can trigger subgrid-scale wavelengths. Likewise, the
frequencies of some waves in the spectrum could be shorter
than the simulation time steps, leading to an unresolved frac-
tion of the spectrum. However, the relevant value of Fr for
wind farm applications is approximately between 0.1 and
0.5, for which a grid independence study was carried out.
It was found that grid resolutions, roughly 10 m in all direc-
tions, used in wind farm LES to resolve wind turbines and
their wakes are more than sufficient to resolve wind-farm-
induced AGWs.

LES of flow over the WOA hill and through the wind
farm canopy is carried out with the Simulator for Wind Farm
Applications (SOWFA) Churchfield et al. (2012). Based
on OpenFOAM, this code is mainly used for the LES of
atmospheric flows over terrain and through wind farms,
where a one-equation model is commonly used for subgrid-
scale turbulence modeling. SOWFA has actuator models for
wind turbine aerodynamics that can be coupled with aero-
servo-elastic tools. Moreover, it can use boundary inflow
data from mesoscale weather data, and terrain can be in-
cluded through non-conformal meshes. The model setup
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solves the incompressible Navier—Stokes equations under
non-hydrostatic conditions and with the Boussinesq approx-
imation for buoyancy. Equations for continuity, momentum,
and potential temperature are those typically used in the LES
of atmospheric flows. A more complete description is given
in Churchfield et al. (2012). For simulations with the wind
farm canopy, the drag force of the wind farm is added to the
momentum equation as a body force. Rayleigh damping is
applied as a body force in the forcing zones through the mo-
mentum equation, the details of which are given in the fol-
lowing subsection.

Figure 4 shows the numerical setup for the hill and wind
farm canopy cases. The flow is driven in and out of the
domain by inflow—outflow boundary conditions. Periodic
boundary conditions are used in the transverse direction only.
Because SOWFA’s inflow and outflow boundary conditions
and lower and upper impenetrable boundaries set the veloc-
ity flux locally over each boundary face, there is no need for
pressure boundary conditions (keeping in mind that the pres-
sure solve in an incompressible code enforces continuity). To
simplify the setup, wind shear is neglected, a uniform inflow
is imposed as the inlet boundary condition for wind speed,
and the zero-gradient boundary condition is implemented at
the outlet. In addition, free-slip boundary conditions are im-
posed at the top and bottom of the domain. The temperature
profile is linear in the vertical direction, giving a constant
Brunt—Viisild frequency with height. There is no heat flux
at the ground. Moreover, Coriolis forces are not considered.
These conditions are intended to mimic those of a stable free
atmosphere without the ABL and inversion layer.

A surface profile for the WOA hill is created using a
Python script, and the computational mesh conforms to the
hill. A mesh with layered refinement is used with 20m x
20m x 20 m resolution in the non-damped domain and 40 m x
20m x 40m in the top damping layer. The first mesh layer
near the surface ends in the top damping layer to ensure any
numerical noise for switching to a coarser mesh is damped.
The domain for all cases is 100 m in the y direction, whereas
the x and z extents are varied as a function of the effec-
tive horizontal and vertical wavelengths, respectively, as the
domain length and height are critical simulation variables
when simulating gravity waves. The exact domain length and
height used for each simulation are reported while discussing
the results. Both the hill and the wind farm canopy are ex-
tended in the transverse direction to the sides of the domain,
effectively creating an infinite ridge and a semi-infinite wind
farm, respectively, as we are primarily interested in vertical
and streamwise flow.

The guidelines to systematically model AGWs can be es-
tablished based on the hill scenario; however, the character-
istics of the AGWs may vary for a porous wind farm canopy
as opposed to a solid hill. Therefore, wind farm canopies are
simulated to extend the findings from the hill scenario to the
wind farms. This approach reduces computational resources,
which is desirable as hundreds of cases are run to evaluate
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Table 1. Key variables in the simulation of atmospheric gravity waves under linearly stratified free atmospheric conditions with typical

ranges in wind energy applications.

Variable Variable type Range
Velocity (U) Flow 1-25ms~!
Brunt-Viisilé frequency (V) Flow 0.005-0.02 51
Half width of hill or canopy length (L)  Shape 1-15km
Hill or canopy height (H) Shape 16-240 m
Domain length (undamped) (X) Simulation 0.5-200 km
Domain height (undamped) (L) Simulation 0.3-40km
Damping thickness (Lq) Damping characteristic =~ 0.3—45km
Damping coefficient (1/7) Damping characteristic ~ 0.001-0.5 s~1
25 Slip @) Slip )
2 Y.
s €30 / z z 3
s : g 3
T _ o Wind Farm Canopy
Temperature ()~ ~3IP__ sip

Figure 4. Lateral view of the simulation setup: (a) with a schematic WOA hill profile and (b) with a schematic wind farm canopy.

Table 2. Non-dimensional parameters derived from the variables in
Table 1 with typical ranges.

Non-dimensional — Definition Range
parameter

Fr U/NL 0.1-0.5
Sh H/L 0.016-0.4
X X/Mor 0.5-6.0
L, Lz /hver 0.3-2.0
Lq La/Aver 0.5-2.0
& 1/(zN) 1-50

the extent of wave reflections. The wind farm canopy model
can be used with relatively coarse grids compared to conven-
tional actuator models that resolve wind turbines to a given
extent. The numerical setup with the wind farm canopy is the
same as that of the WOA hill, except that the hill is replaced
with wind farm drag as a body force.

4.2 Rayleigh damping

RDLs are implemented as zones adjacent to the reflective
boundaries in the simulation domain and far from the re-
gion of interest, such as a wind farm. It is critical to note
that RDLs are always implemented in the free atmosphere
because it is the gravity waves in the free atmosphere that
reflect from the boundaries. The primary role of an RDL
is to dissipate the energy propagated through the zone by
AGWs. In this study, only the vertical velocity is damped,
unless mentioned otherwise, as the prominent perturbation
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is the vertically deflected velocity by the hill or the wind
farm canopy. If periodic streamwise boundary conditions are
used, an RDL is implemented at the top boundary only with
an RDL-like fringe region at the outlet where flow is recy-
cled to the inlet. However, in a simulation setup with inflow—
outflow boundary conditions, RDLs may be required at var-
ious boundaries. The RDL at the inlet will filter any incom-
ing turbulence. Generally, damping incoming turbulence into
the boundary layer is undesirable in wind farm simulations;
however, in this study, for simplicity, we have neglected in-
flow turbulence. This should not impact the aim of the study,
which is to minimize gravity wave reflections efficiently.

4.3 Quantifying reflections

Reflectivity is quantified by the method proposed by Allaerts
and Meyers (2017), which is a modification of the proce-
dure initially given by Taylor and Sarkar (2007). The re-
flection coefficient (Cr) is one of two primary tools used
here to analyze the simulation data, and its calculation can
be summarized in the following two steps. First, the verti-
cal velocity values on a vertical streamwise plane are con-
verted to horizontal and vertical wave number space (K
and Mg, respectively) through a 2D Fourier transform. The
wave number coordinates centered at O are similar to the
physical coordinates, where K¢ and M are on the horizontal
and vertical axes, respectively. The upward- and downward-
moving waves are separated based on the quadrants they
fall into. The upward-propagating waves are in the first and
third quadrants, whereas the downward-propagating waves
are in the second and fourth quadrants on the K and M
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coordinates. Thus, only the Fourier coefficients in quadrants
I (.e., Kg, Mg > 0) and III (i.e., Kg, My < 0) are retained
for upward waves, and those in the other two quadrants
are set to zero. Likewise, quadrants II (i.e., Ky < 0, Mg > 0)
and IV (i.e., Ks > 0, Mg < 0) are retained for the downward
waves. The filtered coefficients are inverse transformed to
obtain the respective velocity fields, as shown in Fig. 5. The
tilted phase fronts on these contours clearly show (a) the
initial upward-propagating waves and (b) the much weaker
reflected downward-propagating waves. Wave energy prop-
agates normal to the phase fronts and is calculated from
these decomposed vertical velocity fields. Finally, the re-
flection coefficient is estimated by taking the ratio of total
downward- to upward-propagating energy. This Cr metric
sometimes gives inconsistent values, especially for low Fr
and L, possibly because the spectrum includes a large frac-
tion of high-frequency waves. Therefore, visual inspection of
the simulation fields, especially the vertical velocity, is crit-
ical to ensure that the value predicted is realistic; improving
or replacing this metric is left for future work.

In the case of the hill, the numerical solution can be com-
pared to the semi-analytical solution using the relative root
mean square error (R-RMSE) metric. The differences be-
tween the vertical velocity (w) fields from the numerical
and analytical solutions are normalized with the maximum w
from the analytical solution to determine the R-RMSE over
a vertical plane in the streamwise direction. The vertical ve-
locity is always taken at time + when + = 300/N, which is
equivalent to 2.083, 4.167, or 8.33 h for N = 0.02,0.01, and
0.005s~!, respectively. As the R-RMSE metric depends on
the number of points sampled, we only calculated this for
the same section of the domain, around the hill or canopy.
This has the drawback of not capturing reflections close to
the boundaries. However, the R-RMSE can be better than Cr
in capturing localized spurious wave sources, like numerical
noise at the interface of the damping layers with the non-
damped domain. Due to the strengths and weaknesses of the
two metrics, we analyze the results of both, and it is found
that the R-RMSE metric generally detects the same patterns
seen in Cr. Therefore, only results in Cr are reported in the
paper to be consistent with the literature. In all cases, unless
otherwise mentioned, the vertical velocity values are taken
from a vertical plane at the mid-point of the domain. For
reflection-free simulations, we require that the criterion of
Cr and R-RMSE < 10 % should be met.

4.4 Simulation sets

Simulations were run initially to acquire a base case, which
was then used to explore the dependency of reflection on
the non-dimensional parameters defined in Table 2. Various
combinations of damping layers with different combinations
of characteristics were simulated to investigate the most ap-
propriate configuration with minimum reflections. Details on
the configurations explored are given in the Appendix. In ad-
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dition to exploring the configuration of the damping layers,
three simulation sets are defined, as detailed in Table 3. These
three simulation sets were repeated for the wind farm canopy.

— The first set of simulations investigates the impact of
damping characteristics on reflections and their optimal
values for a range of Fr. Set 1(a) explores the extent of
reflections when varying the damping coefficient for a
range of Fr values, i.e., 0.1 to 1.5, where Fr was ad-
justed by changing U and L. In Set 1(b), the damp-
ing coefficient and thickness were changed when setting
Fr =0.1and 0.5, where Fr was adjusted by changing N
and U or U, N, and L, ensuring dynamically similar so-
lutions.

— Set 2 explores the impact of the domain length on wave
reflections. In this case, the domain length was varied
for two values of Fr.

— Set 3 investigates the impact of domain height on wave
reflections. In this case, for two values of Fr, the domain
height was varied in proportion to the expected Ayer.

5 Results

5.1 Hill

This section first considers the optimum damping configura-
tion for the hill case as a baseline before moving on to the
wind farm canopy setup.

5.1.1 Configuring the damping layers

Correctly setting up the size and location of the damping
layers is important for the accurate and effective simulation
of AGWs. Therefore, we test various configurations of the
damping layers that give minimum reflections and use these
as a base case for further investigation of the sensitivity to the
non-dimensional parameters. As mentioned earlier, we re-
quire that both Cr and R-RMSE be less than 10 % for the sim-
ulation to qualify as reflection-free, as defined in this study.
Following a brief investigation of various combinations of
damping layers, it was found that RDLs at the inlet, out-
let, and top boundaries give minimum reflections, and thus
all subsequent simulations use this configuration as the base
case.

5.1.2 Dynamic similarity

We started the analysis by testing whether the non-
dimensional parameters discussed in Sect. 4.1 are sufficient
to ensure dynamic similarity; i.e., the non-dimensional solu-
tion remains the same if the non-dimensional parameters are
the same, irrespective of the values of the variables defining
them. The simulations performed had a setup with a damp-
ing layer thickness and domain height 1.5 times the effective
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Figure 5. Decomposed vertical velocity fields for a WOA hill simulation showing (a) upward- and (b) downward-propagating internal

waves.

Table 3. Simulation sets.

Set Parameters investigated ‘ Variables changed Number of simulations
Physical ~ Simulation ‘ Physical  Simulation

1@ Fr[0.1,0.3,05,1.0,1.5] £ Lg U, L 1/t 25

1(b) Fr0.1,05] & Lg4 U,N,L 1/t,Lg 120

2 Fr(0.1,05] X Fr X 20

3 Fr[0.1,05] L, Fr L, 12
vertical wavelength and a domain length 5 times the expected 40
effective horizontal wavelength. Figure 6 shows the depen- Q-..R\ =2= UNN =05km, L/U=1.0ks
dency of wave reflections on the non-dimensional damp- 30 - RN =0+ UN =0.5km, L/U=0.5ks
ing parameter, £ for changing buoyancy and hill half widths '-.g\"D" UN =1.0km, L/lU=1.0ks
(U/N and L), and buoyancy and advection timescales (1/N =y LN
and L/U). In terms of minimizing reflections, the plots in- 520 T \
dicate that a suitable range for & is between 1 and 10 when
Fr = 0.1, and the buoyancy timescale is an appropriate scal- 10 4
ing parameter for the damping coefficient. The plots further FFr=0.1tN = 300 “0u o e
show that the results are independent of both the timescale 0 AP P
and the length scale because the solutions are dynamically 0.01 0.1 1 10 100
similar. The buoyancy length was kept constant (i.e., U/N = &[]

0.5 km) by changing the Brunt—Viisild frequency and inflow
velocity for a constant hill half width (i.e., L = 5 km). Thus,
the advection timescale was different for these two cases. The
buoyancy length was varied by adjusting the Brunt—Viisala
frequency and hill half width to fix Fr =0.1, and the buoy-
ancy timescale and physical length scale were also varied.
Thus, it is deduced that from the definition Fr =U/NL,
L/U acts like N or the free atmosphere’s stability. This
means that the stability of the free atmosphere is relative to
the size of the disturbance source and the geostrophic wind.
These three cases can be compared in different ways, which
can establish dynamically similar solutions for all compar-
isons. Similar results are seen for Fr = 0.5, though these are
not shown for clarity.

5.1.3 Optimal damping coefficient as a function of
Froude number

In general, very low damping coefficients lead to the high-
est reflections; however, very high damping coefficients, e.g.,
& > 10, also enhance reflections as the IGWs reflect off the
damping layer instead of the boundaries. These effects can
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Figure 6. Reflection coefficient as a function of normalized damp-
ing coefficient & for varying length scales and timescales.

be seen in Fig. 7. Strong reflections and energy accumula-
tion can be seen visually in Fig. 7 (top) for £ = 0.1, where
they appear parallel to the inlet on the left and gradually con-
taminate the solution in the entire domain. Figure 7 (middle)
shows vertical velocity contours when & = 10, which are the
least affected by reflections and energy accumulation at the
inlet. Moreover, the gradual decay of IGWs with height in-
side the top RDL is evidence of suitable damping charac-
teristics. On the other hand, Fig. 7 (bottom) shows vertical
velocity contours when & = 50, where IGWs are abruptly at-
tenuated right at the start of the top damping layer. Moreover,
accumulated waves appear at the end of inflow RDL as if it
were a hard boundary.

It was shown in Sect. 5.1.2 that the optimal damping co-
efficient for Fr =0.1 is around 10. However, Fig. 8 shows
that for values of Fr > 0.1, the optimal damping coefficient
is somewhat less, with minimum reflections occurring for
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values of £ between 2 and 10, although the sensitivity to
&€ in this range is small. The adverse level of reflection for
low and very high damping coefficients is also apparent from
this plot. For Fr = 0.1 and 1.5, Cr cannot be made less than
10 % because the damping layer thickness is just one verti-
cal wavelength, which is insufficient for these very low and
supercritical values of Fr, respectively. These simulations
had damping layer thicknesses and domain heights equal to
the effective vertical wavelength, and the domain length was
twice the effective horizontal wavelength. Supercritical val-
ues of Fr (Fr > 1), a regime in which much of the wave
content is evanescent, are less likely to occur for large wind
farms, whereas low Fr values are very likely. For this reason,
the following sections restrict analysis to the expected up-
per and lower ranges of the Froude number for wind energy
applications; i.e., Fr = 0.1 and 0.5.

5.1.4 Impact of damping layer thickness on reflections

So far, we have considered the impact of £ on the reflections
while Lq is equal to or greater than the vertical wavelength.
However, the impact of damping characteristics on reflec-
tions is coupled. A weak, thick damping layer may have the
same impact as a strong, thin layer. Therefore, determining
the coupled impact of the damping characteristics on reflec-
tions and the minimum damping thickness is desirable, as
knowing the minimum effective damping layer thickness can
help reduce the computational load.

The joint effect of different damping parameters is investi-
gated for Fr=0.1 and Fr =0.5, where the damping thick-
ness and coefficient are varied simultaneously. In general,
thicker damping layers for all damping coefficient values
should reduce reflections, but thinner damping layers are de-
sirable for their low computational cost. Figure 9 shows that a
damping layer set to the optimal damping coefficient and ac-
commodating one effective vertical wavelength seems more
effective than a thicker layer with a sub-optimal value of &.
Figure 9a shows that Cr is minimum for all values of Ly when
& is 10. The non-monotonic nature of the plots in this figure
indicates how optimizing the setup for a low value of Fr is
more challenging. The exact reason for this non-monotonic
behavior is hard to establish, but it is most likely associated
with the complicated wave properties for low values of Fr.
For instance, wavelengths become shorter for low Fr. Thus,
the resolved wave spectrum can vary significantly for even
small changes in the domain size, which is linked to the
amount of wave reflection. Furthermore, the waves are more
aligned to the horizontal for a low value of Fr, complicat-
ing the interaction with the background advecting flow as the
wavefronts are more directly aligned with the inlet wind flow
than that of a higher-Fr case. Moreover, the energy accumu-
lation is higher for a low value of Fr as the wave speed is
faster than the advection speed, in turn causing more con-
tamination of the solution. This also suggests inadequacy of
the RDLs in terms of their ability to prevent energy accumu-
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lation at the inlet only, delaying its propagation back into the
domain.

Figure 9b shows monotonic reflection behavior for Fr =
0.5. It can be seen that a value of & =2.5 provides an opti-
mal solution when id > 1.0, and a value of & = 10 is best
when Lg < 1.0. The damping layer thickness required when
Fr =0.1 is slightly bigger than that for Fr = 0.5 to limit the
reflections to the same levels. This can be seen when com-
paring the optimal setups for Fr =0.1 and Fr = 0.5, where
Cr is limited to 5%, whereby Lq is 1.2 for Fr =0.5 and Lg
is 1.5 for Fr =0.1.

In summary, the damping layer thickness should be greater
than one effective vertical wavelength to efficiently damp the
IGWs. This aligns with the recommendation of Klemp and
Lilly (1978) but is based on analyzing the entire wave spec-
trum instead of analyzing individual wave numbers, which
was their approach.

5.1.5 Domain length impact on reflections

Intuitively, the location of the top boundary is more impor-
tant than that of the other boundaries, as the gravity waves
travel upward, and reflections are mainly expected from the
top boundary. However, the accumulation of energy at the in-
let boundary, shown in Figs. 1 and 7, indicates the importance
of appropriately positioning the inlet and outlet relative to the
hill or wind farm (i.e., the zone of interest). One approach is
to place boundaries far from the zone of interest to prevent
spurious waves from affecting the flow around the zone of in-
terest. This approach has two major flaws: it is costly in terms
of computational resource for LES studies, and simulations
can run only for a limited time before the reflections reach
the zone of interest. This constraint conflicts with the com-
mon practice in wind farm LES of simulating several domain
flow-through times to obtain reliable statistics. Moreover, the
contamination of the solution upstream of a wind farm may
affect the inflow, and an unrealistic inflow to the wind farm
would lead to an unreliable solution. Therefore, knowing the
shortest possible domain length that ensures the least con-
taminated inflow approaching the zone of interest is impor-
tant to produce accurate solutions and save computational re-
sources and time. To this end, a set of simulations, denoted
in Table 3 as Set 2, was performed for values of Fr=0.1
and Fr = 0.5, where the domain length was varied between
0.5thor and 4.0Apr. Instead of simulating for several differ-
ent values of the damping parameters, we used the results
from Sect. 5.1.4 with £ =10 for Fr=0.1 and & =2.5 for
Fr =0.5. The value of id was setto 1.5 for Fr=0.1 and 1.2
for Fr =0.5.

Figure 10a shows the impact of domain length on re-
flections. The reflection coefficient shows the same trend
for Fr =0.1 and Fr =0.5. The domain length should be at
least one effective horizontal wavelength, as Cr increases
abruptly for shorter domains. We emphasize the discussion
in Sect. 3.1 concerning the variation in effective horizontal
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Figure 7. Contours of vertical velocity in a streamwise-oriented vertical plane at tN = 300 for Fr = 0.1 with £ = 0.1 (a), £ = 10 (b), and
& = 50 (c). The red box shows the non-damped domain, and everything outside is the RDL.
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Figure 8. Reflection coefficient as a function of £ for a range of
Froude numbers.

wavelength with Fr. It was established that Apo depends on
both L and U/N for Fr < 0.5 but predominantly on U/N
for Fr > 0.5. In other words, the domain length should not
be scaled with L. Instead, the expected effective horizontal
wavelength should be calculated from linear theory, and this
value should be used to set the domain length to accommo-
date at least one effective horizontal wavelength. It can be
seen that domain lengths over Apor are unnecessary as Cr
barely decreases for increasing domain length. The evolution
of reflections in time is another critical aspect to highlight,
as we observed increasing Cr values in time in all simula-
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tions. We run the simulations until a steady state is reached,
which in general requires only a few flow-through times, and
a domain length equal to Apor is sufficient for these short
runs. For longer runs, like diurnal cycles, the wave energy
accumulation at the inlet may eventually contaminate the so-
Iution, which is a topic for the future. It is also important
to note that the simulated domains are symmetric at the hill
top; i.e., the distance between the inlet and outlet is the same
from the center. In wind farm simulations, there should be
a minimum distance between the wind farm and the inlet to
allow the flow to adjust to the pressure field created by the
AGWs, avoiding non-physical blockage (Lanzilao and Mey-
ers, 2023). This minimum requirement will be the subject of
a further study.

5.1.6 Impact of domain height on reflections

It is expected that the height of the domain should scale to
the effective vertical wavelength. To investigate this, a set of
simulations was designed (Set 3 in Table 3) by changing the
height of the domain in proportion to the expected Ayer. Six
simulations were run with domain heights in the range of
L, = L;/Aver = 0.25 to 2.0 for values of Fr=0.1 and 0.5.
The domain length was set equal to Apor for all simulations,
and the damping thickness was set to 1.5Ayer for Fr = 0.1 and
1.2)yer for Fr = 0.5. Further, & was set to 10 for Fr = 0.1 and
2.5 for Fr=0.5.
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Figure 9. Reflection coefficient for the hill case as a function of normalized damping layer thickness for different values of the damping

coefficient when (a) Fr = 0.1 and (b) Fr =0.5.
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Figure 10. Reflection coefficient for the hill case as a function of (a) domain length for Fr = 0.1 and Fr = 0.5 and (b) domain height for

Fr=0.1,Lg=15and Fr=05,Lq=12.

Figure 10b shows the reflection coefficient as a function of
the non-damped domain height. A rapid reduction in the re-
flection coefficient is seen as the domain height is increased
and approaches Ayer. There is a slight increase in the reflec-
tion coefficient for L . = 1.5 for both values of Fr, but further
increasing the domain height beyond twice Ayer has little ef-
fect. Our experience indicates that a higher domain height al-
lows more waves to reach the inlet than a lower one. Since the
waves are inclined, the wavefronts impinge on the top damp-
ing layer in the case of a lower domain before reaching the
inlet. However, if the domain height is larger than one Aver,
then, depending on Fr, the wavefronts farther from the source
reach the inlet before impinging on the top damping layer.
Thus, the reflection pattern seen in Fig. 10b is not entirely
monotonic. In any case, it is important to set the minimum
height of the non-damped domain height to around one effec-
tive vertical wavelength. This recommendation may change
when including a temperature profile which more closely re-
flects an ABL with an inversion layer, in which case the in-
version height might be critical in setting the non-damped
domain height. This will be the subject of further work.

5.2 Wind farm canopy

The investigation of flow over the hill provided a baseline for
simulating AGWs under linearly stratified free atmospheric
conditions. This was then extended to the wind farm canopy
(WFC). Simulation sets 2 and 3 from Table 3 are re-run, this
time with the wind farm canopy. The setups are the same as
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those of the hill cases described in Sect. 5.1.5 and 5.1.6, ex-
cept that the hill is replaced with a wind farm canopy, where
the canopy length and height correspond to the hill’s half
width at half height and maximum height, respectively. The
parameters used to model the wind farm canopy are given
in Table 4. Similarly to the hill case, the slope parameter is
kept constant, i.e., Sy = 0.16, and two values of Fr, i.e., 0.1
and 0.5, are considered. The thickness of the wind farm layer
(i.e., the rotor diameter), the hub height, and C; are varied
as ¢ is kept constant, i.e., 0.075. As shown in Table 4, the
WEC starts at H, =20m and goes to H; = 80 m vertically
for L = 5km such that hub height is 42, = 50 m and the ro-
tor diameter is D; = 60m. For L = 10km, Hy =40 m and
H; = 160 m, with the wind farm layer being 120 m thick and
hub height at 100 m. Therefore, the turbine thrust is stronger
for the L = 10 km cases than for the L = 5km cases because
of higher hub height and a bigger rotor.

5.2.1 Impact of damping layer thickness

Figure 11 shows that the results for the canopy case are sim-
ilar to those of the hill (Fig. 9) in terms of the sensitivity of
the reflection coefficient of the damping layer thickness and
damping coefficient for the two Fr cases. The main differ-
ence is that the reduction in Cr with damping layer thickness
when Fr = 0.1 is monotonic for the canopy case and does not
show the variation seen for the hill. The reasons for this are
explored in Sect. 5.2.2.
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Table 4. Wind farm canopy parameters. Note that the canopy only extends over the rotor diameter, so the bottom of the canopy is at Hy,, and

the top is at H.

Fr Sh e Sy Sy L(km) Hy(m) Hi(m) he(m) Dr(m)
0.1 0.16 0.075 5 1.67 5 20 80 50 60
0.1 0.16 0.075 25 0.83 10 40 160 100 120
0.5 0.16 0.075 5 167 5 20 80 50 60
05 0.16 0.075 2.5 0.83 10 40 160 100 120
70 70
60 4 Fr=0.1,tN =300 - =10 60 £ Fr=05,tN =300 -0 §=10
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Figure 11. Reflection coefficient for the wind farm canopy case as a function of normalized damping layer thickness for different values of

the damping coefficient when (a) Fr = 0.1 and (b) Fr =0.5.

Generally, thicker damping layers compensate for weaker
damping coefficients. More importantly, for almost all val-
ues of £ and Zd < 1, Cr exceeds the threshold selected in this
study for an acceptable level of reflection. Figure 11a shows
that the suitable damping coefficient range for Fr =0.1 is
still 1.0 to 10, with 10 being optimal for all damping layer
thicknesses. Likewise, Fig. 11b shows that £ = 2.5 is the op-
timal damping coefficient for Fr = 0.5, for all damping layer
thicknesses. Furthermore, values of £ =1 and 10 appear to
be slightly less effective in damping reflections than a value
of £ =2.5.

5.2.2 Impact of domain size

The domain length is normalized based on the horizontal
wavelength predicted from the linear theory for a hill us-
ing the wind farm canopy height and length instead of the
hill maximum height and half width at half height, respec-
tively. We calculate the effective wavelengths from the sim-
ulations at tN =300 to compare with the predicted wave-
lengths, where the horizontal wavelength is calculated based
on a horizontal slice at L, = 1.0 through the flow fields
shown in Fig. 12 and the vertical wavelength is similarly cal-
culated based on a vertical slice at X = 0. In general, the cal-
culated wavelengths match the predicted wavelengths.

It is interesting to note that the wave shape for the canopy
is significantly different from that of the hill for the same con-
ditions and optimal simulation setup. The vertical velocity
fields for the two wind farm canopy lengths and one hill half
width (i.e., L = 10km) are shown in Fig. 12. For the WFC,
there are two prominent wave trains for the Fr = 0.1 cases
shown in Fig. 12a and c, one at the entrance and the other at
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the canopy exit. The most dominant wave train is caused by
upward flow deflection at the entrance due to the thrust force
at the start of the canopy. The wave at the canopy exit results
from the downward flow as the thrust force abruptly ends.
These waves are out of phase and propagate at the same an-
gle to the horizontal, and their interaction leads to a distorted
wave spectrum. Therefore, the effective wavelength from a
canopy simulation differs from that predicted if the most
dominant wave train is considered, though the wavelength
calculated using the global maxima at the canopy entrance
and global minima at the canopy exit does provide a good
match. This difference in wave shapes for the WFC and the
hill case can be seen by comparing the plots in Fig. 12a and ¢
with those in e. When referring to the monotonic Cr plots in
Fig. 11a and nearly constant values in Fig. 13a for Fr =0.1,
it seems that the dominant wave train triggered by canopy en-
trance is more critical in terms of simulation setup. For this
case, the dominant wave train propagates out, both upstream
and downstream. The second, smaller wave train at the exit
propagates similarly, merging with the first to give the pat-
terns seen in the plots in Fig. 12a and c. For Fr = 0.5, we see
only one wave train in the plots in Fig. 12b and d because
the advection speeds in this case, 25 and 50ms—!, for the
10km canopy and the 5km canopy, respectively, are higher
than the wave speed in this case. These advection speeds are
higher than those generally observed for a wind farm but are
used here to fix the value of Fr = 0.5 for practical values of N
when L is a constraint. As can be seen in the plots in Fig. 12b,
d, and f, the wave shape and wavelengths are the same for the
WEFC and hill cases when Fr = 0.5; however, the amplitude
of the vertical velocity is higher in the hill case.
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Figure 12. Plots (a)—(d) show vertical velocity of flow through and around the wind farm canopy with lengths L =5 and 10 km for Fr =0.1
and 0.5 and X = 1.0. For comparison, the plots (e)—(f) show the corresponding hill cases, where L = 10 km for Fr = 0.1 and 0.5 and X = 1.0.

The region inside the dashed red box is the non-damped domain.
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Figure 13. Reflection coefficient for the wind farm canopy case as a function of (a) domain length for Fr = 0.1 and Fr = 0.5 and (b) domain

height for Fr =0.1, Lg=1.5and Fr =0.5, Ly =1.2.

Another important observation is the increased wave en-
ergy accumulation at the inlet in all cases compared with the
hill simulations, suggesting that Dirichlet inflow boundary
conditions are inappropriate when simulating AGWs. In con-
trast to the zero-gradient outflow boundary condition, which
appears to advect the waves through the outlet, the inflow
boundary condition is not influenced by any approaching
waves (i.e., the prescribed boundary values remain as pre-
scribed and are not perturbed by the gravity waves). Thus,
the user-prescribed inflow velocity is not truly representa-
tive of a flow regime where AGWs are present. As a con-
sequence, wave energy accumulates at the inlet, and the inlet
RDL can only delay its propagation back into the domain.
Further work concerning how to effectively contain or elim-
inate this energy accumulation at the inlet is required.

In terms of the main aim of this study, the waves are effec-
tively damped, especially in the top and outlet RDLs, sug-
gesting that the optimal setups from the hill case are also
optimal for the wind farm canopy. Figure 13a shows that
there is no impact of the domain length on Cr when Fr = 0.1.
This is because the domain lengths were set as a function of
Ahor predicted from the linear theory, which is significantly
greater than the wavelength of the dominant wave train at the
entrance of the canopy. When Fr = 0.5, similar behavior is
seen to that in the hill case, where Cr reduces with increasing
domain length and is minimum when X > 1.0. However, Cr
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values remain higher than 10 % because of faster energy ac-
cumulation for higher advection speeds than observed wind
speeds for a wind farm.

The impact of domain height on the reflections is also the
same as that of the hill case. As shown in Fig. 13b, Cr is min-
imized for domain heights greater than Aye;. It is important to
recall that vertical wavelength depends on U /N, which holds
true for both the canopy case and the hill case. The value of
Cr is higher when Fr = 0.5 because of high amplitudes due
to a high advection speed, i.e., 25 m s~!. Based on these ob-
servations, we suggest setting the domain length and height
in wind farm simulations to at least one predicted effective
horizontal and vertical wavelength, respectively. However,
the link between high inflow velocities, wave amplitudes and
wave trains should be investigated by modeling wind farms
with actuator models for a more accurate representation of
wind farm flow dynamics.

6 Conclusions

This study aims to provide guidelines for atmospheric flow
simulations that include atmospheric gravity waves by relat-
ing key physical and simulation parameters. The study is first
carried out for a 2D hill in stably stratified flow to compare
the results to those of an analytical solution. The findings
are then tested for flow through wind farms, approximated
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with a wind farm canopy model. Based on recent findings in
the literature, only Rayleigh damping gravity wave treatment
was investigated. Therefore, the findings apply to simula-
tion setups with Rayleigh damping layers and inflow—outflow
boundary conditions solved with finite-volume codes.

Simulation time is one of the most critical parameters in
simulations, including gravity waves. In all cases, a longer
simulation time resulted in the accumulation of wave en-
ergy at the inlet boundary, and the reflections gradually be-
came stronger. Thus, we conclude that the Rayleigh damp-
ing method attenuates gravity waves to an extent that may
not work for a long simulation, such as a diurnal simulation.
Therefore, a robust technique is required to handle both the
energy accumulation and the reflections. In terms of time-
step size and grid resolution, the typical values used in wind
farm LES (i.e.,0.5 <t < 1.0and 5 < Ax, Ay, Az < 20) are
more than sufficient to resolve the AGWs. Thus, the simula-
tion setups used for the investigated Fr range are independent
of the time-step size and grid resolution because the time pe-
riods and wavelengths of AGWs are several times bigger.

The results regarding the configuration of the damping lay-
ers show a trade-off between the ability to correctly resolve
gravity waves and computational resources. With periodic
conditions in the lateral direction, the highest accuracy can
be achieved with damping layers of a thickness exceeding
the effective vertical wavelength at the inlet, top, and outlet.
In the case of limitations on computational resources, a com-
bination of damping layers of the same thickness at the inlet
and top could still be reasonable.

Our test shows that for various Froude numbers, small
damping coefficients would not be effective, even for damp-
ing thickness 2 to 5 times greater than the effective vertical
wavelength. Likewise, the reflections are higher for layers
with excessively large damping coefficients and might distort
the solution in regions of the non-damped domain close to the
damping layer. The most suitable damping coefficients are
values from 1 to 10 when the damping coefficient is normal-
ized with the Brunt—Viisilé frequency. The thickness of the
damping layer should be at least one effective vertical wave-
length, and thicknesses exceeding 1.5 times the effective ver-
tical wavelength may be unnecessary. The wave direction is
critical to understanding AGWs, but it should not affect the
wave damping as it is applied to velocity components; usu-
ally, the vertical velocity is set to zero, and the other two are
set to the geostrophic components.

The domain length should be scaled with the effective hor-
izontal wavelength and not with the length of the hill or
wind farm. The reflection coefficient as a function of domain
length, normalized by effective horizontal wavelength, shows
that large domains are more effective at avoiding undesirable
levels of reflections from the domain boundaries. For domain
lengths exceeding one horizontal wavelength, the reflection
of the upward-propagating energy is less than 6 % in the hill
case. The reflection coefficient was slightly higher for the
wind farm canopy cases due to the interaction of the wave
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trains at the canopy entrance and exit. Therefore, further in-
vestigation using, for example, an actuator disk approach to
model wind turbines is required to thoroughly test the opti-
mal setups and understand the wave dynamics. For both flow
scenarios, i.e., the hill case and the canopy case, increasing
the domain length beyond Apor shows a small reduction in the
reflection coefficient. A similar impact on the reflection co-
efficient is observed when varying the non-damped domain
height, and setting it to at least one effective vertical wave-
length is recommended. It is important to point out that the
wave reflection coefficient in this study was calculated by
taking the ratio of energy values. This can be misleading in
some cases, as the reflected waves can be directed upward,
thus reducing the Cr value. Visual inspection of the vertical
velocity fields is recommended to cross-check the Cr values.

These recommendations are based on linearly stratified at-
mospheric flows. Aspects like turbulence and a more realis-
tic and complex temperature structure of the atmosphere are
not considered in this study. Nevertheless, this work should
help provide useful guidelines for setting up simulations that
include atmospheric gravity waves in wind energy appli-
cations. We have tested these findings with another finite-
volume code, TOSCA (Stipa et al., 2024), and found results
consistent with those of SOWFA.

In further work (Khan et al., 2024), the impact of the inver-
sion layer (inversion Froude number and height) on the setup
is explored, as well as the impact of turbulence and the Cori-
olis force. In extending the current study, we validated the
findings mentioned above for conventionally neutral bound-
ary layer conditions. An additional observation of the follow-
up study is that the Rayleigh damping layer along with the
advection damping layer (as detailed in Lanzilao and Mey-
ers, 2023) is better at containing energy accumulation at the
inlet than using the Rayleigh damping layer alone. More im-
portantly, the study is intended to develop an inflow bound-
ary condition that can avoid energy accumulation at the in-
let based on an inflow which accounts for the presence of
AGWs.

Appendix A: Configuration of damping layers

The reflection of waves from the top boundary is expected,
as the typically used boundary conditions to model an arbi-
trary location in the atmosphere are mostly fully reflective.
Since gravity waves travel vertically, one would anticipate
reflections from the top boundary if forcing zones are not
used there. Intriguingly, with inflow—outflow boundary con-
ditions, the damping layers are needed at other boundaries,
too. For instance, the reflected waves from the top are di-
rected toward the outlet, and weak reflections may also ap-
pear there. Likewise, the wave energy distributes throughout
the domain and accumulates over time if not damped at the
boundaries. This is evident as reflections from the inlet prop-
agate into the domain after one to two flow-through times.
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Thus, damping the waves at various boundaries is necessary
for realistic simulations. Sometimes, the solution for a setup
without an appropriate damping layer configuration will di-
verge due to numerical instability caused by excessive flow
velocity from complex reflected wave interactions.

In this context, deciding on the configuration of damp-
ing layers becomes important when setting up simulations
involving gravity waves. We explored the configuration of
damping layers to come up with a base case. The test cases
and normalized errors are shown in Fig. Al.
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Figure A1. Comparison of R-RMSE for various damping config-
urations designed to acquire the most suitable arrangement for the
base case.

At this point, it is important to highlight that the minimum
amount of reflections is the user’s choice. Since the reflec-
tions intensify over the simulation time, it may be the case
that a user will opt for a configuration based on the avail-
ability of computational resources and the simulation time of
their interest. Thus, a simulation without any forcing zones is
the first possibility. The domain height is critical when there
is no damping. This can be established by comparing Cases
1,2, and 3, where the domain height (L) is 1, 2, and 3 times
the effective vertical wavelength, respectively. Reflections in-
crease rapidly when increasing the domain height, from 22 %
to 33 % and 120 % in Cases 1 to 3, respectively. However,
none of these cases fall below the criterion for an acceptable
amount of reflection. Thus, we opt to use Rayleigh damp-
ing, and it is evident that only having a top Rayleigh-damped
layer (Case 4) is insufficient to reduce reflections to an ac-
ceptable level. The R-RMSE for this case is 39 %, and the
solution for the hill case is contaminated by reflections from
the inlet such that the actual gravity waves disappear entirely.
This suggests that it is better not to have a damping layer
rather than only having a damping layer at the top and in-
stead have a setup with a domain height just over one effec-
tive vertical wavelength. This would be viable only when a
maximum value of R-RMSE or Cr of about 20 % is an ac-
ceptable criterion for a given problem.

The most suitable setup is to have damping layers at the
inlet, outlet, and top with the same damping characteristics.
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This is Case 5 in Fig. A1, where the R-RMSE is only 2.38 %.
If the damping layer thickness is reduced by half while hav-
ing damping on all three sides (Case 6), the R-RMSE in-
creases to 10 %. Case 7, featuring a combination of damping
layers at the top and outlet, appears to be better than Case
6, as here the R-RMSE is 6 %. Damping at the top and inlet
(Case 8) is slightly more reflective (R-RMSE 7 %) than in
Case 7. There can be other possible configurations, but this
analysis gives enough insight to decide on a suitable config-
uration for a sufficiently accurate base case. Altogether, the
configuration of damping layers is a trade-off between com-
putational resources and the desired accuracy of the solution,
which depends on the user’s choice regarding the acceptable
degree of reflection.
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