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Abstract. The use of active wake mixing (AWM) to mitigate downstream turbine wakes has created new op-
portunities for reducing power losses in wind farms. However, many current analytical or semi-empirical wake
models do not capture the flow instabilities that are excited through the blade pitch actuation. In this work, we
develop a framework, which accounts for the impacts of the large-scale coherent structures and turbulence on
the mean flow, for modeling AWM. The framework uses a triple-decomposition approach for the unsteady flow
field and models the mean flow and fine-scale turbulence with a parabolized Reynolds-averaged Navier—Stokes
(RANS) system. The wave components are modeled using a simplified spatial linear stability formulation that
captures the growth and evolution of the coherent structures. Comparisons with high-fidelity large eddy simula-
tions (LESs) of the turbine wakes showed that this framework was able to capture the additional wake mixing
and faster wake recovery in the far-wake regions for both the pulse and helix AWM strategies with minimal com-
putational expense. In the near-wake region, some differences are observed in both the RANS velocity profiles
and initial growth of the large-scale structures, which may be due to some simplifying assumptions used in the

model.

Copyright statement. This written work is authored by an em-
ployee of NTESS. The employee, not NTESS, owns the right, title
and interest in and to the written work and is responsible for its
contents.

1 Introduction

Wake propagation downstream of turbines in a wind farm
is often dominated by the evolution of large-scale coherent
structures. These features may arise from unsteady atmo-
spheric conditions, such as the naturally occurring streaks in
an atmospheric boundary layer (Zhang and Stevens, 2020),
or result from various control strategies intentionally ap-
plied to the turbines upwind. Given the wide range of spa-
tial and temporal scales involved, reduced-order models are
required to efficiently capture the evolution of turbine wakes
and enable evaluation of the impact and performance of var-

ious wake control strategies at the farm scale. Early mod-
els for this purpose were based on steady-state flow assump-
tions and are thus unable to capture critical dynamic aspects
of wake evolution. In this paper, we develop an improved
reduced-order wake model that incorporates time-dependent
propagation physics. We show that this new model can be
used to more effectively capture wake perturbation and re-
covery dynamics. Although we focus the present work on
capturing coherent structures generated by the turbine con-
trol strategies, our methods are likely to be relevant to other
time-dependent sources as well.

Wind farm flow control methods are designed primarily to
reduce power losses in wind farms due to the effects of wakes
on downstream turbines. Common approaches include static
or dynamic adjustments to the induction factor (turbine derat-
ing), yaw angle (wake steering), or blade pitch (wake mixing)
(Meyers et al., 2022) of upstream turbines. The present work
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focuses specifically on active wake mixing (AWM), which
aims to excite flow instabilities in the wake that enhance the
entrainment of mean velocity, thereby accelerating wake re-
covery.

Following Cheung et al. (2024a), AWM can be imple-
mented by specifying a dynamic blade pitch, 6(¢), on top of
the baseline pitch set point, 6y(t), as

(1) = 0o(1) + Acos(wet —nr(t) + Yelock)s ey

where A is the pitching amplitude, w, is the excitation fre-
quency, ¥ is the azimuth position of the blade, Y¢jock 1S
the clocking angle, and 7 is an azimuthal wavenumber. The
parameter n controls the structure of the flow instabilities
imparted on the wake and is often used to distinguish be-
tween different AWM strategies. Examples include the pulse
method (n = 0), which generates an axisymmetric instability
in the flow through collective blade pitching (Goit and Mey-
ers, 2015; Munters and Meyers, 2018), and the helix method
(n = —1), which uses individual pitch control to impart a he-
lical structure on the wake that rotates in the direction op-
posite to the turbine rotor (Frederik et al., 2020a). The in-
stabilities are actuated in the wake according to an excita-
tion frequency, which can be specified as a function of the
Strouhal number, St, the inflow velocity, Uiys, and turbine
diameter, D, as we = 2w StUjns/ D. Strouhal numbers based
on the natural unsteady properties of the wake are typically
sought (St ~ 0.3), leading to flow structures that are gener-
ated over much longer periods than a rotor period (Frederik
et al., 2020b).

One type of existing reduced-order wake model is the
steady-state analytical one. This type of model finds its roots
in the Jensen (Jensen, 1983) and Ainslie (Ainslie, 1988)
models, for instance, and also includes more recent sophis-
ticated versions such as the cumulative curl model (Bas-
tankhah and Porté-Agel, 2014). These models are available
for optimizing wind farm performance through the FLORIS
code (Sinner and Fleming, 2024). However, the inherently
steady-state nature of their implementations in FLORIS,
along with their reliance on empirical tuning, limits their ap-
plicability in scenarios where unsteady flow features are crit-
ical. Recent work has shown the importance of unsteady flow
features for AWM by connecting the performance of differ-
ent AWM strategies to the underlying fluid mechanics as-
sociated with the induced flow instabilities, particularly the
interactions between unsteady coherent flow structures and
wake recovery dynamics (Korb et al., 2023; Cheung et al.,
2024a). Notably, Cheung et al. (2024a) introduced a spatial
linear stability analysis to quantify the growth characteristics
of initial flow disturbances based on the temporal forcing fre-
quency and forced azimuthal wavenumber and showed a cor-
relation between turbulent entrainment statistics in the wake
and modal energy gain. These findings suggest that an accu-
rate model for AWM should be capable of representing the
unsteady effects of coherent structures on the flow.
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Although wind farm optimization typically relies on
steady-state models, several approaches for dynamic wake
modeling have also been developed. These methods often
rely on data-driven representation of the coherent flow struc-
tures. Proper orthogonal decomposition (POD), for instance,
is a commonly used data analysis technique for identifying
the energetic structures in a flow (Lumley, 1967), and it has
been applied to a wide range of applications including char-
acterizing the coherent structures in a wind farm (Bastine
etal., 2015; Ali et al., 2017; Hamilton et al., 2018; Zhang and
Stevens, 2020). In the context of AWM, Yalla et al. (2025)
demonstrated that spectral POD provides a useful represen-
tation of the coherent structures induced by dynamic blade
pitch actuation, connecting the frequency and wavenumber
inputs used by the turbine controller to structures in the wake.
Spectral POD is closely related to other data-driven reduced-
order modeling techniques such as resolvant analysis and dy-
namic mode decomposition (DMD) (Towne et al., 2018). Li
and Yang (2024) developed a resolvant-based model to repre-
sent the wake of floating offshore wind turbines subjected to
dynamic platform motions, which produce similar wake re-
sponses as the pulse and helix forcing strategies. Gutknecht
et al. (2023) developed an AWM DMD model for the wake
of a single actuated turbine, which easily scaled to differ-
ent wind speeds and forcing Strouhal numbers. While these
data-driven methods are valuable, they can require a substan-
tial amount of training data to provide accurate representa-
tions of coherent flow structures. Generating these data can
be prohibitively expensive, and avoiding this expense is a pri-
mary motivation for reduced-order modeling. Moreover, this
reliance on training data can limit the applicability of these
models outside the specific conditions for which they were
developed and can make adopting these models challenging.
Although other dynamic modeling approaches, such as the
dynamic wake meandering model (Larsen et al., 2007; Mad-
sen et al., 2010), exist, they too often rely on external turbu-
lence simulations to provide the dynamic components of the
flow. In this work, we propose an analytical representation of
the coherent flow structures in the wake and limit the training
to model constants, which should enhance the robustness and
adaptability of the model.

The behavior of large-scale coherent structures in vari-
ous canonical shear flows is a well-studied problem with
a vast body of existing literature. A number of previous
works describe the formation and behavior of these struc-
tures in turbulent boundary layers (Hussain, 1986; Robinson,
1991), free shear layers (Ho and Huerre, 1984), jets (Crow
and Champagne, 1971), and wakes (Fuchs et al., 1979). Of
particular relevance to the current work are the theoretical
and modeling approaches used to analyze such flows. Hus-
sain and Reynolds (1970) introduced the concept of a triple-
decomposition analysis to separate the mean flow, fine-scale
turbulent components and wave components of flow, which
was widely used in modeling jet (Igbal and Thomas, 2007)
and boundary layer (Kwon et al., 2016) flows. A number of
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previous studies have shown that the growth of the coherent
structures in shear flows can be modeled by spatial stability
theory (Cheung and Lele, 2009; Cheung and Zaki, 2011) and
noted that the coupling of the growth of the large-scale struc-
tures to the mean flow evolution was critical to capturing the
behavior of the flow. However, these modeling approaches
have yet to be applied to the problem of turbine wakes, lead-
ing to a large gap between the currently available steady-state
wake models and computationally expensive, high-fidelity
simulations.

The objective of the current work is to develop a physics-
based, computationally efficient model that can capture the
effects of active wake mixing on turbine wakes. While tur-
bine wakes contain significant differences from the canon-
ical jet flows discussed above, we show that, by using a
triple-decomposition approach, we can still capture the mean
flow using a parabolized Reynolds-averaged Navier—Stokes
(RANS) model, and the large-scale structures can be mod-
eled with a spatial linear stability formulation. In the follow-
ing sections, we describe the mathematical formulation used
in this study and the high-fidelity numerical simulations of
the turbine wakes used to calibrate and evaluate the reduced-
order model. We then show comparisons between LES cal-
culations and the RANS with a linear stability model for dif-
ferent AWM strategies, and we conclude with a summary of
the work and a discussion of future work in this area.

2 Methodology

2.1 Atmospheric and turbine conditions of interest

Though the current model is meant to be broadly applica-
ble to all turbine wake flows from both onshore and offshore
horizontal axis wind turbines, this work focuses on modeling
AWM as applied to larger offshore wind turbines under low-
turbulence, relatively steady atmospheric conditions. In these
situations, the application of AWM can potentially lead to
substantial wake benefits and noticeable annual energy pro-
duction (AEP) gains. For offshore locations, the prevalence
of these conditions can also lead to many situations where
the turbine wakes are especially long and provides an oppor-
tunity to improve wind farm power performance.
Representative offshore conditions were selected for this
study based on measured data from a floating lidar mea-
surement campaign conducted off the New York bight (Ma-
son, 2022; DNV, 2022). The floating lidar data, collected in
10 min intervals over a period of 1.6 years, provided velocity
and turbulence intensity (TI) profile information for heights
between 20 and 200 m. From these data, a selection process
was undertaken to generate three representative wind speed
profiles with relatively low TI (see Table 1). To generate the
precursor simulations, small velocity and temperature pertur-
bations were introduced near the surface to accelerate turbu-
lence development. The low-TI conditions were produced by
imposing negative ground surface temperature rates and ad-
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justing the surface roughnesses, followed by 10000 s of flow
time. As such, the generated conditions were stable atmo-
spheric boundary layers. More details of the precursor gen-
eration process and comparison versus the measured atmo-
spheric data are described in Brown et al. (2025).

These conditions corresponded to the likely operating
range of the IEA 15MW reference turbine where AWM
strategies might be deployed. The IEA 15 MW reference tur-
bine was used in this study due to its similarity to current off-
shore wind turbines being developed by major turbine origi-
nal equipment manufacturers (OEMs). The details of this tur-
bine are summarized in Table 2, with additional information
available from Gaertner et al. (2020).

As discussed in Sect. 2.5.1, the selected wind conditions
and turbine model were used to set up high-fidelity LES cal-
culations for turbines with and without AWM activated. The
LES data were then used to calibrate RANS closure model
coefficients in the wake model and to compare the accuracy
of the final outputs from the model.

2.2 Mathematical formulation

To model both the steady-state wake profiles and the un-
steady dynamics of coherent structures that may be excited
through AWM, we use the triple-decomposition approach pi-
oneered by Hussain and Reynolds (1970) in their studies of
boundary layer flows. The triple-decomposition formulation
separates the flow velocity u(x, ¢) into the three components,

u(x, 1) = Ux)+u(x, 1)+ u'(x, 1), 2)

where ﬁ(x) is the time-averaged mean flow, u(x,t) is the
wave component of the velocity, and u'(x, t) represents the
fine-scale turbulent fluctuations. The mathematical opera-
tions required to compute the mean flow over an averaging
time, T, are given by

N~

T
— 1
@=g [ fana, G)
0
and the phase average is defined by

1 N
(fr==5 2 Fxt4mo), )
m=0

for a given time period, t, of the coherent structure and for
a specified number of periods, N. Once the mean and the
phase-averaged velocities are known, the wave component,
u(x, ), of the flow field is defined as

u(x, 1) = (u(x, 7)) — U(x), 5)

and the fine-scale fluctuating components can be calculated
as

' (x, 1) = u(x, 1) — UX) — a(x, 7). (6)
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Table 1. Hub-height wind speed conditions used in the turbine wake study. All values are taken from the simulated atmospheric boundary

layer.
Name Wind speed (WS)  Turb. intensity (TI)  Shear exponent  Rotor disk veer
Low WS  6.52ms™! 0.036 0.142 7.9°
Med WS 9.05ms™! 0.031 0.160 8.9°
High WS 11.58ms™! 0.035 0.156 5.6°

Table 2. Details of the IEA 15 MW reference turbine. TSR: tip
speed ratio.

Turbine parameter ~ Value

Hub height 150 m
Rotor diameter 240m
Rated wind speed ~ 10.59m s~1
Design C; 0.804
Design TSR 9.0

An example of a turbine wake that has been triply decom-
posed is shown in Fig. 1. In this case, the turbine flow field
was calculated using LES and averaged according to Eqs. (3)
and (4), which leads to clear depictions of the mean flow field
features as well as the large-scale coherent structures that de-
velop within the wake. In the current study, an averaging time
of T = 6005 is typically applied to the unsteady LES data.

One advantage of using the triple-decomposition approach
is that it allows computationally efficient models to be devel-
oped that can solve for each of the three components. Inter-
actions among the different flow components can also be in-
cluded, which shows how the large-scale coherent structures
can impact the mean flow and vice versa. In the following
sections, we describe how a parabolic RANS model can be
used to efficiently capture the mean flow and fine-scale tur-
bulent flow components. This is coupled to a linear stability
model for the wave components of the flow, and we show
that, as the large-scale coherent structures develop within the
wake, the mean velocity profiles are impacted as well, lead-
ing to the desired wake mixing behavior in this application.

The current model described in the work applies to the
wake, immediately downstream of the rotor, of a single tur-
bine. The unsteady inflow effects and the rotor loading dy-
namics are not explicit in this formulation, and the behav-
ior of more complicated phenomena, such as the merging of
multiple wakes, is not considered here. With additional de-
velopment, we intend to extend the current model to wind
farm configurations with multiple turbines, but we focus on
the single-turbine wake dynamics initially.

2.3 RANS model

In this section, a RANS model is formulated to couple the
effects of coherent structures and turbulence on the evolution
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of the mean velocity field. The model is formulated here in
the context of the standard k—s RANS closure model (Jones
and Launder, 1972), although it may be easily adapted to
many turbulence closure modeling approaches. A few as-
sumptions are made to simplify the model, as the focus is
on developing a computationally efficient representation of
the effects of active wake mixing on the mean flow. First,
the dynamics are assumed to be axisymmetric, reducing the
complexity of the model to two dimensions. A schematic of
the streamwise, radial, and azimuthal coordinates relative to
the turbine is shown in Fig. 2. Second, the boundary layer ap-
proximation is applied so that (1) second-order derivatives in
the streamwise direction, x, are small relative to those in the
radial direction, r; (2) the radial pressure gradient is decou-
pled from the velocity field; and (3) turbulent production is
dominated by the radial mean streamwise velocity gradient.
This leads to a parabolic system that can be marched in the
downstream direction, as in Cheung et al. (2024b). Lastly, di-
rect interactions between the coherent structures and the tur-
bulence are neglected so that AWM only forces the evolution
of the mean velocity. The resulting equations are

U avV Vv
_+—+—=O’ (73.)
0x ar r
UaU+VaU 19 vt )a(/ LR (7b)
- _— = ——r —_—
ox P ar V V¢ a7 CS,
gk gk _ (90Y
0x ar r
19 ok
+-— [r(v + vt/ak)—] , (7¢)
ror ar
=\ 2
_0e -0eg Cyee aU Cre 5
U—+V—=— o -
8x+ or k |:vt(37’>:| k ¢
10 de
4+ —— [r(v + vl/og)—:| , (7d)
r dr or

where U and V are the mean streamwise and radial velocity
components, respectively. The effects of turbulence, u’, on
the mean flow are represented by the eddy viscosity, v; =
C Mkz /€, where k and ¢ are the turbulent kinetic energy and
dissipation, respectively. To close the k—s model, the RANS
constants, Cy¢, Ca¢, Cy, 0k, and oy, are calibrated based on
LES data as discussed in Sect. 2.3.1. The term Fcg represents
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Figure 1. An example of a triply decomposed flow field for a wind turbine wake. This case is from the HelixA4 case in the low-WS ABL
conditions with 4° amplitude forcing. In each contour, the normalized streamwise velocity, U/Ux, is plotted.

Figure 2. Schematic of the wind turbine coordinate system used in
this work. The downstream, radial, and azimuthal coordinates are
given by x, r, and y, respectively, and the turbine rotor radius is
given by R. Note that a negative value of i is depicted above.

forcing of the mean flow by the wave component, 1, as

F ~3ﬁ+~812
=—u——+v—,
s ax or

®)

and the coupling between the mean component and wave
component is discussed further in Sect. 2.4.

Equations (7a)—(7d) are discretized on a uniform grid in
the radial direction using a second-order centered difference
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method. The radial domain extends to rp,x = SR with a uni-
form spacing of Ar = 0.025R. In the x direction, the equa-
tions are discretized around the cell centers and a Crank—
Nicolson method is used to march 20D downstream with
uniform step sizes of Ax = 0.1R. The resulting tridiagonal
system is solved using an iterative solver, which advances
the solution from one x location to the next.

For each variable, Neumann boundary conditions are ap-
plied at r =0,

aU ok de
—@(r=0)=0, —(r=0)=0, —(r=0),
8r(r ) ar(r ) ar(r )
v

—(@r=0)=0,

or

and Dirichlet boundary conditions are applied at r = rmyax,

ﬁ(r = rmax) = Uco,

e(r =rmax) =0,

k(r = rmax) = koo,

where koo / Ugo = 1.0 x 1073 is specified based on the LES
calibration data. Note that the continuity relation (Eq. 7a)
only requires one boundary condition to be imposed on V.
A hyperbolic tangent profile is used to model the initial
condition for U at the initial streamwise location, x = xo:

U(xg) = 0.5(Us — Uyp) (1 + tanh (%)) + Uy, 9)

where the nondimensionalized values Uy/Us, = 0.5,7./R =
1.2, and A/R =0.05 were determined to provide good

Wind Energ. Sci., 10, 1403-1420, 2025




1408

agreement with the azimuthally averaged velocity deficit pro-
files from the LES data near x/D = 2 (see Figs. 5 and 6).
However, it should be noted that the effects of the nacelle
in the near wake are not accounted for in the RANS for-
mulation. The initial profile for k is taken to be propor-
tional to the square of the mean velocity gradient, k(xg) ~
(0U /0r)? + koo, such that /3max(k(x())/2 = 0.125, and the
initial € is taken to balance turbulent kinetic energy produc-

tion, i.e., £(xg) = 1/ C1:k2(dU /r)2.

2.3.1 Calibration of RANS

The coefficients Cy,, Ci¢, and Cye of the k—s RANS clo-
sure model were calibrated to match the rotor-averaged ve-
locities from the baseline LES discussed in 2.5. Since the
RANS formulation does not account for the hub and nacelle
region from the LES (see Fig. 1), the calibration was for-
mulated to match the rotor-averaged velocities from a dis-
tance of x/D = 2.0 to x/D = 8.0. The cost function for this
calibration was an £, norm error between the RANS out-
put and the LES output. The L-BFGS-B (Byrd et al., 1995;
Zhu et al., 1997) algorithm as implemented in scipy was
used for the calibration. The optimal values from this cal-
ibration are C,, =0.0035, Ci, =0.163, and C, =2.86. It
is important to note that these values are particular to the
initial conditions and RANS closure model used and not a
general guideline for wake predictions. It is also to be noted
that the calibration is only performed for the baseline cases
and not the AWM cases. The constants o; and o, were not
included in the calibration process; instead, the standard val-
ues of ox = 1.0 and o, = 1.3 proposed by Jones and Laun-
der (1972) were used. Figure 8 shows a close match between
the baseline RANS and LES results, showing that these cali-
brated parameters are representative model constants for cap-
turing the wake behavior in the baseline cases and will be
used for all the RANS results presented in this work.

2.4 Linear stability model

In this work, we are primarily interested in evaluating the
feasibility of using a wave component model to determine
the impact of large-scale coherent structures on the turbine
wakes. Many approaches have been used previously in the
literature to capture the dynamics of large-scale structures
in shear flows, including linear and nonlinear stability anal-
ysis (Cheung and Lele, 2009), non-modal stability analysis
(Hack and Zaki, 2015), and global stability analysis (Schmid,
2007). These methodologies have been very well developed
and successful in analyzing other canonical flows such as
pipe flows, boundary layers, and jets.

As an initial step towards demonstrating the feasibility of
this modeling approach, a simple parallel-flow, inviscid, spa-
tial linear stability analysis was chosen for this work. The fo-
cus of the analysis is to model the growth of the large-scale
coherent structures and capture resulting changes to the mean
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flow of the turbine wake with minimal computational effort.
Additional effects not captured in this analysis, such as the
effects of shear, veer, swirl, or atmospheric stratification, will
be included in future analyses.

2.4.1 Piecewise constant velocity profile

Analytic solutions to the spatial linear stability problem are
possible if we assume the initial wake profile remains ax-
isymmetric and roughly follows a piecewise constant veloc-
ity profile. In the current work, we adopt the two-step profile
shown in Fig. 3, which is defined by

Uy, r<ri
ﬁpw(r)z Uhatt, 1 <r=<n (10)
Uso, r>r,

where U is the centerline velocity, Uy is the freestream ve-
locity, and Upgr = %(Uo + Uxo) is the averaged velocity of
the wake shear region from r; <r < r;. During the solution
process, the r; and r, parameters can be chosen so that the
displacement, §, and momentum, 8y, areas of the ﬁpw profile
match the same displacement and momentum areas calcu-
lated from the RANS mean flow profiles, Ur ANS. We use the
following definitions for § and §p:

5(U)=2n/ (1— U(r)>rdr, (11)
Uxo
0
ag(ﬁ)zzn/ ll]](;) (1 — l{fij)rdr, (12)
0

where ry and r, are then found by solving the following al-
gebraic system.

S(Upw) = 5(ERANS)
80(Upw) = 89(URANS)

(13a)
(13b)

An additional simplification is possible if we assume that
the wake shear region remains small relative to the size of
the rotor diameter. In this case, we can decompose the Upw
profile into

— —(0 —(1
U =T )+ TV (1), (14)
where U(O) is the Heaviside step function,

A LU (15)

Uso, T >,

and U(]) is a small perturbation to the single step profile:

0, r<r

— <r<

U(l)(r) _ +AU, ri<r<re (16)
=AU, re<r=<n
0, r>r.
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—— Tanh
021 — = Upy Step
norer ---- U step
0.0 T T T T
0.0 0.5 1.0 1.5 2.0 2.5

r/R

Figure 3. Comparison of the step profile with the hyperbolic tan-
gent profile.

This assumption allows the analytical results of Batchelor
and Gill (1962) to be directly applied with some minor mod-
ifications, as discussed in the following section.

2.4.2 Spatial linear stability formulation

For the flow variables ¢ = [, 7, W, pl, where u, v, and w
are the streamwise, radial, and azimuthal velocities, respec-
tively, and p is pressure, we assume that they can be ex-
pressed in terms of the radial eigenfunctions, qgn, and the
complex exponential basis functions,

G, 7, Y, 1) = Gy (r)el e Finy —iet (17)

where « = o, +i«; is the complex streamwise wavenumber,
n is the azimuthal mode number, and w is the temporal fre-
quency. Here the values of n and w are taken to match the
azimuthal mode number and Strouhal frequencies used in the
desired blade pitching strategy from Eq. (1) and described in
Sect. 2.5.1 and Table 3. In this study, we consider the im-
pact of a single instability wave at a single Strouhal number
and a specific n on the turbine wake development. For the
more general case, multiple instability wave components can
be included in the analysis, and a summation over all wave
components is required in Eq. (17).

Assuming an inviscid, parallel flow with a piecewise con-
stant velocity profile, the governing equations for mass and
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momentum conservation of the wave components, ¢, are

ou dv v 10w

— 4 — 4 -4 -——=0, 18
ax  dr + r + r oy (182)
ou —ou 1adp

—+t U —=——, (18b)
at ax p ox

v —av 1adp

— 4+ U—=———, (18¢)
at 0x p or

ow  —ow 1 dap

— —_— = (18d)
ot ox pr 0y

Here, U(r) = Upw, with the parameters r1, r2, Up, and Usg
chosen to match the characteristics of the RANS wake pro-
files. Inserting the representation (Eq. 17) into Eqgs. (18) leads
to the following spectral versions of the governing equations:

A U, 0V, In _

i, + — + + —w, =0, (19a)
r or r

.. dUu ., o,

Eily + Op—— + [V = =i = pn, (19b)
dr 0
1dp

—— L (19¢)
p dr

" (19d)

gwn = _i_ﬁn,
pr

where £(r) = er(O)(r) — w. Note that the Upw profile has

been decomposed according to Eq. (14) and the term An(l) =

iaﬁ(l)ﬁn. The system of equations in Eq. (19) can be com-
bined into the Rayleigh ordinary differential equation for the
pressure, py,

1d ( dpn) B [(;)2 +a2} B = ipa fV. (20)

——|r
rdr dr

Both the eigenfunctions, p(r), and the eigenvalues, «, can be
decomposed into zeroth-order and first-order components:

Pn=p0"+ P, (21a)
a=a® 4o, (21b)

Here, both ﬁ,(,l) and oV are assumed to be small relative to
13;,0) and o©, respectively, and the solution can be found as
part of an eigenvalue perturbation problem. Equation (20)
can be similarly divided into the zeroth-order and first-order

contributions, where only the appropriate order terms are in-
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Table 3. AWM parameters.

Modeling the effects of active wake mixing on wake behavior

Name Mode (n) Amplitude (A)  Strouhal number (S7)  Clocking angle (Y¥cjock)
Baseline n/a n/a n/a n/a
HelixA2 -1 2° 0.30 90°
HelixA4 -1 4° 0.30 90°
PulseA2 0 2° 0.30 90°
PulseA4 0 4° 0.30 90°

n/a: not applicable

cluded in the equations:

1d{ dp? ny2
N _yn ON2 | 20
E{ b= r dr (r dr ) |:<r) +@™) :|p”

=0, (22a)
L{p) +20 V2V 5O = ipa® fiV. (22b)

The zeroth-order solution to Eq. (22a) is given by the mod-
ified Bessel functions:

~(0) Clln(a(o)r)»
P (r)= o
C2Kn(@™r),

r<re
(23)
r>re.
The constants, C; and C3, are chosen so the pressure is con-
tinuous at r = r., and the kinematic condition for the dis-
placement, 7, of a material line at » = r, is also satisfied:
an —an
—+U— =0. 24
at 0x @4
Assuming the functional form 7(x, v, 1) = feleXTiny—iot
enforcing above conditions leads to the following nonlinear
relation which can be used to solve for a(? at every fre-
quency w:

%-(70)2 _ K,;(Ol(o)re)]n(a(o)re)
E(re)®  Kn(@Oro)I(@Ore)’

Up to this point, the analysis follows that of Batchelor and
Gill (1962) for piecewise constant velocities and is shown to
be valid for infinitely sharp, top-hat velocity profiles. How-
ever, in the current work, capturing the effects of the wake
spreading are important to the growth and evolution of large-
scale structures. This can be accomplished by including a

(25)

small perturbation to the U proﬁle and calculating the cor-
responding perturbation to the growth rates. Once pno) and
a© are known, the perturbation, a", to the wavenumber
can be found by applying the inner product,

(f.e)= / f(r)g(ryrdr, (26)
0

to Eq. (22b), leading to
(ﬁ{p,gl)} p(0)> (201(0) (1)p(0) p(O))
ipa®@ £V, B). @7
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Because ﬁﬁ,o) is self-adjoint and satisfies Eq. (22a), the terms
in Eq. (27) can be rearranged into the following expression
for oD

02~ T 13510)17510)
(@) Can( )—(—O)_

)
o = _ U
2 f 13,‘,‘” 5 r dr

rdr

; (28)

where C,, is a complex calibration constant. The full eigen-
value, «, can then be reconstructed through Eq. (21b). The
real part of the wavenumber, «,, determines the streamwise
wavelength of the large-scale coherent structures, while the
imaginary component, «;, dictates the spatial growth of the
structures.

To examine the accuracy of this asymptotic, analytic ap-
proach with a piecewise constant velocity profile, a compar-
ison of the linear stability solution using a continuous hy-
perbolic tangent profile (Eq. 16) and the ﬁpw profile from
Eq. (10) is shown in Fig. 4. As expected, the dispersion rela-
tion, o = a(w), shows excellent agreement between the ap-
proaches when the profile width, A, is relatively small. For
larger values of A, the wavenumber, «,, calculated using the
piecewise constant profile approximation Uy, still agreed
with the hyperbolic tangent profile, although there were some
discrepancies visible for the growth rate, o;. However, for the
lower frequencies of interest, the agreement between the ap-
proaches is still reasonably accurate.

2.4.3 Coupled solution process

The spatial linear stability formulation described in
Sect. 2.4.2 can be easily integrated into the RANS solution
process discussed in Sect. 2.3. At every streamwise loca-
tion, x, the RANS velocity profile is first computed assuming
Fcs = 0. This velocity profile is then used in the linear stabil-
ity formulation to compute the velocity eigenfunctions, # and
v, and the corresponding wavenumbers, «. The evolution of
the wave component of the flow variables can be calculated
using the formula

ulx,r,,t) =
antin(r)exp (i /ot(x)dx —iny — iwt) , (29)
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Figure 4. Comparison of linear stability theory between the analytic tanh profiles (Eq. 16) and the piecewise step profiles (Eq. 10). The first

helical mode, n = 1, is shown in all cases.

where the integral over « in the exponential accounts for the
slow changes in growth rate as the mean flow evolves. The
initial amplitude of the wave component is given by a,,. Once
u and v are known, the mean flow correction term, Fcs, can
be calculated, and a new RANS velocity profile can be com-
puted for the same x location. This process is repeated until
the RANS velocity profiles meet specified convergence cri-
teria (for which we use the Frobenius norm of the difference
between two successive solutions being less than 10_7), after
which the streamwise marching process proceeds to the next
location at x + Ax. This process results in a two-way cou-
pled model of the mean flow and the coherent flow structures,
which differs from other dynamic approaches, such as the
dynamic wake meandering model, that use a pre-determined
mean flow to drive wake dynamics.

The initial formulation of both the RANS model and the
linear stability model was implemented in Python and run
on workstations with a single CPU for all cases. For typical
cases, which used 200 grid points in the radial direction and
200 streamwise points, the baseline RANS calculation took
1-2's to compute, and in cases with the RANS model cou-
pled to the linear stability model, the total solve time was
approximately 11-12s.

2.5 AMR-Wind LES calculations

To generate the data necessary to calibrate the RANS model
coefficients and evaluate the accuracy of the coupled RANS
and linear stability approach, a series of LESs of turbine
wakes was performed. These were done with the AMR-

https://doi.org/10.5194/wes-10-1403-2025

Wind code (Sharma et al., 2024; Sprague et al., 2020; Kuhn
et al., 2025), a massively parallel, block-structured adaptive-
mesh, incompressible flow solver for wind turbine and wind
farm simulations. AMR-Wind solves the incompressible and
low-Mach formulations of the Navier—Stokes equations, as
well as temperature, subgrid-scale kinetic energy, and other
scalar equations necessary for LESs of wind farms. AMR-
Wind solves the discretized equations using a second-order
finite method and second-order temporal integration. AMR-
Wind includes all the necessary physics modules to simu-
late atmospheric boundary layers (ABLs). Included in this
effort are ABL forcing, Boussinesq buoyancy, Coriolis forc-
ing, body forcing to maintain the precursor-derived inflow
condition in the presence of the turbine’s blockage, and body
forcing from coupling to OpenFAST (Jonkman et al., 2018;
NREL, 2023) for turbine representation using actuator line
models (these are the same forcing terms used in Brown
et al., 2025, and Hsieh et al., 2025, for instance). AMR-
Wind leverages AMReX for data structures, parallelism ab-
stractions, and performance portability on heterogeneous ar-
chitectures (Zhang et al., 2019). This framework has shown
computational performance across a wide range of systems
and applications (Fedeli et al., 2022; Henry de Frahan et al.,
2022, 2024).

2.5.1 Turbine simulation parameters

Simulations using the IEA 15 MW reference turbine and the
atmospheric conditions listed in Sect. 2.1 were performed in
AMR-Wind using the one-equation kszs LES model (Mo-
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eng, 1984) and an actuator line model coupled to Open-
FAST to represent the turbine blade forces. The simulation
domains were either 4.5km x 2km x 1 km (med-WS case) or
6.7km x 2km x 1km (low-WS and high-WS cases). In all
cases, a background mesh resolution of 5 m was used, which
was refined to a resolution of 2.5m in a region 4.75D up-
stream to 12D downstream of the rotor, leading to mesh sizes
of 179 M and 309 M, respectively. A time step of 0.02's was
used in the turbine simulations, and all simulations had a to-
tal runtime of at least 1000 s to allow the initial transients to
dissipate and the wake structures to fully develop in the flow.

OpenFAST is a conglomeration of models that character-
ize the whole-system dynamics of a wind turbine including
the aerodynamic and structural loading, drivetrain, and con-
trols. Each of these individual models were tuned to match
the specifics of the IEA 15 MW turbine. In addition, there are
various submodels and parameters within the primary Open-
FAST modules that can be adjusted to affect the fidelity, dis-
cretization, and properties of the simulations. For example,
the aerodynamics module in OpenFAST consists of six sub-
models for rotor-wake induction, blade airfoil aerodynamics,
tower influence on the blade, tower and nacelle drag, aeroa-
coustics, and buoyancy effects for floating substructure com-
ponents. For OpenFAST, there were no wake, induction, hub-
loss, or tip-loss models enabled as those phenomena were
modeled within AMR-Wind. The blade airfoil structural dy-
namics were calculated through ElastoDyn and the unsteady
aerodynamics were represented by the Beddoes—Leishman
unsteady model with the Minnema—Pierce extension. Blade
definition files are provided to the aerodynamics module to
define the blade nodal discretization, geometry, chord, twist,
airfoil identifiers, and buoyancy properties. A total of 50 and
20 nodes were used to represent the aerodynamics on the tur-
bine blades and the tower, respectively. Similarly, the aerody-
namic effects of the hub and nacelle were represented using
actuator forcing with a drag coefficient of 0.5 and a represen-
tative area of 49.5m?. Precise subsampling by OpenFAST
was performed with a subcycling ratio between OpenFAST
and AMR-Wind of 4 : 1.

Additional simulation details, including the turbine model
parameters and the AMR-Wind input files, can be found in
the Supplement.

2.6 Blade pitch actuation for AWM

The earlier work of Cheung et al. (2024a) explored the con-
nection between blade pitch actuation parameters used in
AWM strategies and the instability modes considered in the
current analysis. In that study, different blade pitch actua-
tion strategies were applied to an OpenFAST turbine model
simulation using different pitch amplitudes, azimuthal mode
numbers, and the desired Strouhal frequency of St = 0.30.
An analysis of the resulting blade loads showed that there
was a corresponding fluctuating streamwise blade force that
appeared at the same azimuthal mode number and Strouhal
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frequency. Through a spectral POD analysis, we can see that
these fluctuating streamwise blade forces then excite a sim-
ilar response in the near wake (Yalla et al., 2025). Although
there may be differences in the radial profiles between the
streamwise forces induced by fluctuating blade motions and
the eigenfunctions of the Rayleigh equation (Eq. 22), it is
sufficient to pitch the blades at the specified azimuthal mode
number #n and Strouhal number to excite the desired instabil-
ity mode.

In the baseline turbine simulations, no AWM strategy was
employed and the wake was allowed to develop naturally
without any blade pitch actuation. These baseline cases were
compared to simulations in which the helix and pulse AWM
strategies were used (Table 3). All AWM strategies used a
single actuation frequency of St = 0.30, which is consistent
with the Strouhal forcing used in previous studies (Cheung
et al., 2024a). The blade pitch amplitudes were set to either
2° or 4° in both the helix and the pulse AWM strategies to de-
termine the relative effectiveness of each actuation strategy.

3 Results

To evaluate the accuracy of the RANS and linear stability
wake model, we compare the modeled wake behavior with
the corresponding wake behavior from the AMR-Wind sim-
ulations. Results are shown first for the baseline cases where
no AWM strategy was used, which allows us to evaluate the
underlying RANS model without any coupling to the linear
stability model. This is followed by a discussion of the AWM
cases with helix and pulse actuation and an evaluation of the
full RANS plus linear stability model.

3.1 Baseline wake behavior

Comparisons of the hub-height velocity profiles between the
RANS model and the AMR-Wind LES calculation for the
med-WS and high-WS cases are shown in Figs. 5 and 6, re-
spectively, for various downstream distances. The baseline
wake behavior for the low-WS case was very similar to the
med-WS case because the turbine was operating at the same
thrust coefficient, so the low-WS comparisons are not shown
below for the sake of brevity.

In the medium- to far-wake regions, for downstream dis-
tances of x/D > 3.0, good agreement is seen between the
wake profiles from the RANS model and the AMR-Wind cal-
culations. The general evolution of the wake deficit and the
wake spreading behavior is well captured by the parabolized
RANS model. The AMR-Wind wake profiles show evidence
of veer effects, which causes asymmetry in the LES wake
profiles. This effect is not captured by the RANS model due
to the axisymmetric formulation, but the overall match be-
tween the methods remains high.

Very close to the turbine rotor some differences between
the wake profiles are noticeable. For streamwise distances
of x/D < 3.0, we see the influence of the hub and nacelle
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Figure 5. Comparisons of the normalized hub-height velocity pro-
files from the RANS model and AMR-Wind calculations for the
baseline med-WS case.
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Figure 6. Comparisons of the normalized hub-height velocity pro-
files from the RANS model and AMR-Wind calculations for the
baseline high-WS case.

on LES wake profiles, which is not captured in the RANS
model. The actuator line representation of the turbine in
AMR-Wind more accurately models the aerodynamics near
the hub and root sections of the blades, leading to a small re-
circulation zone immediately downstream of the nacelle. The
simplified nature of the initial RANS profiles neglects these
effects, as well as any asymmetries due to the interactions of
swirl with shear and veer in addition to speedup of the am-
bient flow from wake blockage. However, despite these ap-
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Figure 7. Comparison of the normalized centerline velocities for
the baseline turbine wakes.

proximations, the RANS model still accurately captures the
velocity shear near the wake edges.

A comparison of the centerline and rotor-averaged veloci-
ties, shown in Figs. 7 and 8, provides a similar picture of the
RANS model’s accuracy for the baseline wake cases. In the
far-wake region, the RANS model accurately predicts the re-
covery of the centerline and rotor-averaged velocities. Very
close to the rotor, the RANS model assumes the presence of
a potential core region in the wake, which is not realistic, so
it is unsurprising that the centerline velocities do not agree
until x/D & 4.0.

Some differences are observed in the RANS behavior be-
tween the high-WS and the low/med-WS cases. One notice-
able difference is that the potential core region is correctly
modeled in the low- and medium-WS cases but overesti-
mated in the high-WS case. This is reflected in the compar-
isons of Figs. 7 and 8, as well as the wake recovery in the
velocity profiles in Fig. 6, which show lower centerline and
rotor-averaged velocities for the RANS high-WS case in the
far wake. We believe that these discrepancies can be reduced
through improvements in the RANS model and additional
calibration across a wider variety of wake cases in future
work. It is acknowledged that a comparison to an axisymmet-
ric LES of just the turbine rotor would have yielded a direct
comparison with RANS. However, the objective of this work
is to provide a usable, proof-of-concept framework that illus-
trates how a RANS model with a linear stability model can
capture most of the phenomena of interest in the LES data.
The long-term goal is to build it up from common principles
towards being able to capture increasing physics complexity,
such as shear effects, veer, and asymmetry. The differences
between the RANS and LES discussed here and in other sec-
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Figure 8. Comparison of the normalized rotor-averaged velocities
for the baseline turbine wakes.

tions of the paper highlight that the current approach per-
forms well in comparison with complex LES data while also
pointing towards future improvements.

3.2 Comparisons for AWM cases

With the application of an AWM strategy, we expect the tur-
bine wake to mix faster due to the presence of the large-
scale coherent structures. As shown in Figs. 9 and 10, the
hub-height velocity profiles for the LES calculations and the
RANS with a linear stability model indicate a faster wake
recovery and increased mixing in the downstream wake. For
the med-WS case in Fig. 9, there was qualitative agreement
between the LES calculations and RANS with a linear sta-
bility model in predicting the changes to the wake width and
centerline velocity for both the helix and pulse AWM cases
and for both 2° and 4° pitch actuation. For the helix AWM
case at the high-WS condition (Fig. 10), the LES calcula-
tions show more impact to the centerline velocity recovery,
although the RANS with a linear stability model still shows
the changes to the wake width due to AWM.

The rotor-averaged velocity comparisons in Figs. 11 and
12 show a similar level of agreement between the AMR-
Wind and RANS with a linear stability model in the far wake.
For downstream distances of x/D > 5.0, the RANS with a
linear stability model qualitatively captured the wake recov-
ery benefits for both the helix and pulse approaches. It was
also seen that the helix AWM was not as effective as in the
med-WS case as it was in the high-WS condition. This is at-
tributed to the fact that the turbine operates at a lower thrust
coefficient at the higher wind speeds, resulting in less initial
wake deficit and lower velocity shear near the wake edges.
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Figure 9. Comparisons of the hub-height velocity profiles from
AMR-Wind and RANS with a linear stability model for the med-
WS case with helix AWM (b, d, f) and pulse AWM (a, c, e) actu-
ated.

The lower shear in the turbine wake translates to slower
growth of the large-scale coherent structures, meaning that
there is less opportunity for them to mix the turbine wake
and impact the flow.

Some differences between the LES calculations and the
RANS with a linear stability model are observed in the near-
wake region. For the low-WS and the med-WS cases, the
growth of the coherent structures in the LES calculations is
faster than the RANS with a linear stability model, so the
wake benefits to the rotor-averaged velocity also appear ear-
lier in the flow. However, in both the LES and the RANS with
a linear stability model, the growth of the large-scale struc-
tures saturates at similar levels downstream, so the final wake
benefits in the far wake remain comparable.

Note that the observed AWM model behavior for the high-
WS case is consistent with earlier observations regarding
the RANS model predictions for that condition. In Fig. 10,
the larger potential core region in the RANS profiles lim-
its the modifications from the coherent structures to the wake
shear regions until father downstream in the wake. This leads
to relatively minor changes to the centerline velocity for
the high-WS case compared to the med- or low-WS cases
(Fig. 9) and suggests that accurately capturing the mean flow
is critical to modeling the impact of large-scale structures on
wake behavior.

A quantitative measure for the accuracy of the RANS and
linear stability approach to modeling AWM effects is pro-
vided in Table 4. Comparisons of the minimum hub-height
streamwise velocities between the AMR-Wind calculations
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Figure 10. Comparisons of the hub-height velocity profiles from
AMR-Wind and RANS with a linear stability model for the high-
WS case with helix AWM.

and the modeled wake predictions are shown at x /D = 8 and
x/D =9. For the med- and low-WS cases with helix and
pulse forcing, the majority of the velocity errors are below
5%, and, as expected, the largest differences compared to
AMR-Wind occurred for the high-WS cases.

3.2.1 Phase-averaged velocity

Some insight into the behavior of the large-scale structures
can be seen in Fig. 13, where contours of the mean and phase-
averaged velocity fields are shown for the low-WS case. As
expected, the near-wake region of the RANS and linear sta-
bility model fails to capture some flow features immediately
downstream of the rotor disk. However, in the far-wake re-
gion, the differences in the coherent structures between the
pulse AWM forcing and the helix AWM forcing become ap-
parent. The wave components in the pulse case form axisym-
metric structures with a wavelength of approximately 2D,
while a spiral pattern appears in the helix AWM cases with
similar wavelength. In the AMR-Wind simulations the struc-
tures emerge earlier in the turbine wake but eventually satu-
rate and impact the wake in a qualitatively similar way com-
pared to the RANS and linear stability model predictions.
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Figure 11. Comparisons of the normalized rotor-averaged veloci-
ties from the low-WS, med-WS, and high-WS cases using the helix
AWM strategy with 2° and 4° actuation amplitudes.

Rotor averaged velocity (Low WS)

—— Baseline —— RANS
---- Amp 2° —— AMR-Wind
........ Amp 4°

Figure 12. Comparisons of the normalized rotor-averaged veloc-
ities from the low-WS and med-WS cases using the pulse AWM
strategy with 2° and 4° actuation amplitudes.

4 Conclusions
In this work, a framework for modeling AWM was devel-

oped that accounts for the effects of both the large-scale co-
herent structures and the turbulence on the mean flow. Using
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Table 4. Comparisons of the minimum hub-height streamwise velocity, min(U)/Uxo, between the AMR-Wind calculations and the RANS
with a linear stability model at x/D = 8 and x/D = 10. The error is defined as € = URaNs/UAMRWIND — 1-

(a) Low-WS pulse and helix methods

x/D=38 \ x/D =10
Baseline A =2° A=4° ‘ Baseline A =2° A=4°
AMR-Wind (pulse) 0.778 0.793 0.845 0.856 0.868 0.899
RANS+LST (pulse) 0.759 0.779 0.805 0.820 0.839 0.860
Error [%] —2.4 —-1.7 —4.8 —4.2 —-3.3 —4.4
AMR-Wind (helix) 0.778 0.774 0.812 0.856 0.868 0.866
RANS+LST (helix) 0.759 0.788 0.831 0.820 0.845 0.875
Error [%] —24 1.8 2.3 —4.2 -2.6 1.1

(b) Medium-WS pulse and helix methods

x/D=38 \ x/D =10
Baseline A =2° A=4° ‘ Baseline A =2° A=4°
AMR-Wind (pulse) 0.737 0.782 0.826 0.817 0.822 0.859
RANS+LST (pulse) 0.759 0.780 0.805 0.820 0.839 0.860
Error [%] 30 —-0.38 -2.6 0.39 2.1 0.04
AMR-Wind (helix) 0.737 0.764 0.780 0.817 0.824 0.853
RANS+LST (helix) 0.759 0.788 0.831 0.820 0.845 0.875
Error [%] 3.0 3.2 6.5 0.39 2.5 2.6

(c) High-WS helix method

x/D=38 \ x/D =10
Baseline A=2° A=4° ‘ Baseline A =2° A=4°
AMR-Wind (helix) 0.708 0.727 0.770 0.752 0.781 0.822
RANSHLST (helix) 0.701 0.703 0.706 0.706 0.711 0.722
Error [%] —0.93 -32 —-8.3 —6.2 —-8.8 —122

a triple-decomposition approach, the turbine wake flow was
separated into a time-averaged mean flow, fine-scale turbu-
lent, and phase-averaged components, and a computationally
efficient method for solving these components was formu-
lated. An axisymmetric, parabolized k—s RANS model was
used to solve for the mean flow and fine-scale turbulence
components. To model the wave components of the flow, a
simplified, inviscid, parallel-flow, linear spatial stability anal-
ysis was used. The linear stability modes were coupled with
the RANS model to capture the interactions between the co-
herent structures and the mean flow.

Comparisons between the RANS with a linear stabil-
ity model and high-fidelity LES calculations of the turbine
wakes showed that this framework was able to capture the
wake modifications due to AWM actuation, particularly in
the far-wake regions. Additional wake mixing and more rapid
wake recovery were observed for both the pulse and helix
AWM strategies. Some differences are also observed in the
near-wake region of the flow. The high-fidelity LES calcula-
tions include non-axisymmetric features immediately down-
stream of the rotor, which the baseline RANS model fails

Wind Energ. Sci., 10, 1403-1420, 2025

to capture, and the impact of the large-scale coherent struc-
tures is also more evident in the near-wake region of the LES
cases.

There are several limitations associated with the current
formulation of the RANS model that could be improved in
future studies. One significant constraint is the axisymmetric
assumption, which restricts the model’s applicability in real-
istic environments, such as ABLs characterized by large veer.
To address this limitation, a parabolic three-dimensional ver-
sion of the model could be developed using the same prin-
ciples established here by marching two-dimensional wake
profiles downstream, similar to the improvements suggested
by Cheung et al. (2024b). Furthermore, incorporating direct
interactions between the coherent flow structures and the tur-
bulence may result in a more accurate representation of the
flow dynamics, although the effect on the mean flow from
these higher-order interactions remains unknown. Lastly, this
work has demonstrated the importance of calibrating the
RANS model constants; however, further work is needed to
establish robust values for these constants, including the use
of additional data in the calibration process.
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Figure 13. Comparisons of the AMR-Wind and RANS with the linear stability mean velocity component (a, b) with the phase-averaged
velocity for the HelixA4 (c, d) and PulseA4 (e, f) cases. In all cases the normalized streamwise velocity, U/Uxo, is plotted for the low-WS

case.

Additional improvements to the linear stability model are
also possible. The current model ignores the effects of swirl,
shear, and veer, which impacts the growth of the coherent
structures and can help improve the comparisons with the
high-fidelity simulations. It may also be possible to use the
full RANS velocity profile in the Rayleigh equation instead
of a piecewise constant approximation, which would help im-
prove near-wake predictions. Finally, future work may also
investigate the impact of mode-to-mode interactions in a non-
linear stability framework. For example, the interactions be-
tween the axisymmetric modes and helical modes may be
crucial in determining the optimal forcing strategy and could
be worth exploring in later studies. Finally, additional in-
sight may be gained by comparing the coherent structures’
behavior from linear stability theory with modes computed
by spectral POD analysis (Yalla et al., 2025). This may pro-
vide some indications of which effects are important for the
stability model to capture.

Code and data availability. The simulation code details used in
this study are available in the Supplement. This includes the setup
input files, code versions, and turbine model details.
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