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Abstract. In this work, the vortex-induced vibration (VIV) phenomenon affecting a wind turbine airfoil sec-
tion at 90° incidence is analysed with two numerical approaches, a two-dimensional (2D) setup of the airfoil,
simulated using the unsteady Reynolds-averaged Navier–Stokes equations, and a three-dimensional (3D) setup
with a span-to-chord aspect ratio of 1, employing the delayed detached-eddy simulation model. A constant in-
flow velocity is considered for a Reynolds number around 2× 106. The only structural degree of freedom is the
airfoil chordwise displacement. As a reference, simulations of the static airfoil are also performed. By running
the 3D static simulation for a sufficiently long time, the vortex shedding is found to have intermittent periods
of different characteristics, including different Strouhal numbers. The VIV simulations are performed at differ-
ent inflow velocities to cover the lock-in range, and a new robust metric is proposed to characterize this range.
This robust characterization and the insight gained about the multiplicity of Strouhal numbers have allowed the
present authors to make a fairer comparison between the 2D and 3D simulation results than in previous works.
The outcome of this comparison is that, inside the lock-in range, the 2D and 3D approaches predict a very similar
VIV development.

1 Introduction

The vortex-induced vibration (VIV) phenomenon on wind
turbine towers, nacelles and blades has been identified as one
of the grand challenges for the wind turbine industry in the
near future (Veers et al., 2023). VIV of parked or idling wind
turbine blades may induce large edgewise vibrations and fa-
tigue loading. The difficulties of facing this challenge include
a lack of thorough understanding of the aeroelastic phenom-
ena involved and a lack of appropriate mitigating solutions,
simplified models for application at design and certification

levels, simulation capabilities, and experimental data at both
scaled and full-scale.

The VIV phenomenon of bluff bodies is well known and
has been studied extensively both numerically and experi-
mentally. VIV may be described as a resonance with nonlin-
ear feedback phenomenon, where the structural motion af-
fects the vortex shedding (de Langre, 2006). A critical as-
pect of this feedback is that it can result in a frequency lock-
in if the unperturbed vortex-shedding frequency is close to
the structural natural frequency (Griffin et al., 1973). VIV is
typically characterized by the maximum amplitudes reached
by the body, as well as by the lock-in range, i.e. the range
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of inflow velocities for which large vibrations build up, as
a consequence of the synchronization between the vortex-
shedding frequency and the structural natural frequency.

In engineering models of the VIV response of a bluff
body, it is typical to employ as a parameter the non-
dimensional vortex-shedding frequency or Strouhal number
St = f 0

vsLref/U∞ (Païdoussis et al., 2010), where f 0
vs is the

vortex-shedding frequency observed for the static body, U∞
is the inflow velocity and Lref is a characteristic length of the
body. The VIV response is dependent upon a very large pa-
rameter space related to both the inflow conditions and the
structural system (Sarpkaya, 2004), including a fundamental
dependency of the vortex-shedding topology on the Reynolds
number regime (Schewe, 1983; Sumer and Fredsøe, 2006).

Recent computational advancements have favoured the
use of high-fidelity computational fluid dynamics (CFD)
models coupled with structural models to characterize the
fluid–structure interaction (FSI) associated with VIV. The
still large computational cost of this approach limits the ex-
tent to which realistic scenarios can be simulated (e.g. full
wind turbine blades and towers immersed in the atmospheric
boundary layer at high Reynolds numbers) and also limits
the VIV characterization throughout the extensive parameter
space.

A large part of the parameter space has been studied in
the past, although the picture is far from complete. The flow
features and VIV response interact in a complex manner, so it
is not always easy to draw general conclusions from specific
cases. A broad literature review is now given, showing some
of the gaps that exist in the literature and highlighting some
contributions which are relevant to the present analysis.

The most commonly analysed geometry in VIV studies
is the circular cylinder. This geometry has been widely anal-
ysed experimentally from very early on. The first detailed ac-
count of the VIV response obtained experimentally is given
by Feng (1968), who described the influence of the structural
damping on several characteristics of the response such as the
phase angle between force and motion, the position within
the lock-in range of the maximum amplitude, or the spanwise
correlation length. A systematic study of the effects of inflow
turbulence intensity up to supercritical Reynolds numbers on
the vortex-induced negative aerodynamic damping was first
explored by Cheung and Melbourne (1983). The character-
ization of said aerodynamic damping remains a challeng-
ing task. Experimental campaigns are still being carried out
to improve our understanding of this aerodynamic damping,
such as those by Lupi et al. (2018, 2021), where experimen-
tal results are used to propose improved engineering models
and methodologies for the prediction of VIV. In Jauvtis and
Williamson (2003) and Cagney and Balabani (2014) it was
found experimentally that constraining the structural motion
of the cylinder to its transverse direction only, rather than al-
lowing for transverse and in-line motion, has very little effect
on the transverse VIV response and the wake topology. Full-
scale studies of VIV of towers with circular sections are also

common (Christensen and Askegaard, 1978; Galemann and
Ruscheweyh, 1992), including recent efforts to characterize
the vortex-shedding loads on wind turbine towers (Kurni-
awati et al., 2024). Computational simulations of cylinder
VIV are also numerous, including recent contributions fo-
cused on the problem of wind turbine towers (Viré et al.,
2020; Vlastos et al., 2024).

Another canonical case is that of prisms with square cross-
sections, both with a face normal to the flow and rotated 45°.
FSI simulations have shown that the diamond geometry is
susceptible to VIV (Leontini and Thompson, 2013; Sourav
et al., 2020) but always for relatively small Reynolds num-
bers. It was found by Leontini and Thompson (2013) that the
VIV response is very sensitive to the sharpness of the cor-
ners pointing in the cross-flow direction. Additionally, exper-
imental results showing the VIV response of square prisms
with several different orientations can be found for example
in Nemes et al. (2012) and Zhao et al. (2018), which were
also limited to small Reynolds numbers.

An also extensively studied geometry is that of a flat plate
at a 90° angle of attack. However, the authors have not found
VIV analyses of the flat plate undergoing linear displace-
ments. Numerical analyses of the vortex shedding behind a
static flat plate provide valuable information about the flow
topology in the wake. In this regard, in Najjar and Balachan-
dar (1998) and Hemmati et al. (2016) different intermittent
vortex-shedding regimes were identified. Experimental re-
sults of vortex-shedding characteristics behind a static flat
plate can be found in the classical work by Fage and Johansen
(1927), and a more recent review can be found in Teimourian
et al. (2018).

Analyses of the VIV response of other geometries include
the experimental study performed by Nakamura and Hirata
(1991) for a prism of a rectangular cross-section, where the
lower end of the lock-in region is said to be associated with
low-speed galloping behaviour, where galloping refers to the
canonical cross-flow aeroelastic instability (not related to
vortex shedding), with low-speed galloping being a special
case of galloping occurring at inflow wind speeds below the
VIV critical velocity and potentially interacting with it. Lo
et al. (2023) experimentally obtained the VIV response of a
prism with a thin elliptical cross-shape, and signs of com-
bined VIV and galloping were identified.

The airfoil geometry at a 90° angle of attack is not one of
the shapes canonically studied in the VIV literature. One of
the first VIV studies that focused on airfoils is that of Skrzyp-
iński et al. (2014), where the VIV response of a wind turbine
airfoil at an angle of attack of 90° and a high Reynolds num-
ber Re= 2× 106, obtained with FSI simulations, was anal-
ysed, coupling CFD simulations to structural motion simula-
tions with 1 degree of freedom (1-DOF), considering chord-
wise displacements, and 3 degrees of freedom (3-DOF),
considering chordwise and flatwise displacements and tor-
sional rotation. The FSI simulations were performed with
the unsteady Reynolds-averaged Navier–Stokes (URANS)
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turbulence-modelling approach on a two-dimensional (2D)
airfoil model and with the delayed detached-eddy simu-
lation (DDES) turbulence-modelling approach on a three-
dimensional (3D) airfoil extruding one chord length. As a
main conclusion, the authors found negative aerodynamic
damping with both approaches at certain wind speed inter-
vals, indicating the possible existence of lock-in behaviour
in airfoils. For both cases, it was found that, when resonance
occurred, the edgewise vibrations dominated over the flat-
wise and torsional vibrations. For the DDES case, the lock-
in range obtained did not agree well with the Strouhal num-
ber obtained from a static simulation. Lian et al. (2023b) ex-
tended the 1-DOF URANS 2D airfoil FSI analysis of Skrzyp-
iński et al. (2014) to study the effect of the structural damp-
ing value on the VIV response. More recently, the same au-
thors continued this line of work by including results from
a 3D detached-eddy simulation (DES) modellization of the
moving airfoil with different damping values (Lian et al.,
2023a). A limited number of experimental results of the VIV
response of airfoils have also been performed, such as those
by Benner et al. (2019) and Iyer (2023), but at Reynolds num-
bers much smaller than those typical of wind turbine airfoil
flows.

The case of a full wind turbine blade FSI response has
been simulated (Heinz et al., 2016; Horcas et al., 2022;
Grinderslev et al., 2023), showing that the full blade is also
susceptible to VIV, at least under constant inflow conditions.
To the authors’ knowledge, no numerical studies on the VIV
response of wind turbine blades or airfoils have been made
with a turbulent inflow velocity field. To the best of the au-
thors’ knowledge, no experimental results of full wind tur-
bine blades undergoing VIV have been reported. Despite the
extensive existing literature on VIV, characterizing the VIV
response of a stopped wind turbine blade remains a challeng-
ing task. A large gap exists between the insight obtained from
analyses of the airfoil VIV response and from simulations of
the full wind turbine blade (Horcas et al., 2022).

The parameters affecting blade VIV include, among oth-
ers, the Reynolds number, inflow turbulence characteristics,
spatial heterogeneity (wind shear, blade twist, chord length,
mass and stiffness distributions, flow relative inclination,
etc.), cross-sectional shape (airfoil type, angle of attack, sur-
face roughness, etc.), structural properties (natural frequen-
cies, structural damping, etc.), and the presence of other con-
current forces or initial vibration conditions (due to the ex-
istence of multiple stable limit cycles). The effect of some
of these parameters may be obtained from analyses of sec-
tional models, whereas others will require analyses of the full
blade. An additional layer of complexity is added when con-
sidering the interaction between more than one aeroelastic
body, as would be the case of a wind turbine. The blade dy-
namics can interact with the tower dynamics, and the blades
can interact with each other both structurally and aerodynam-
ically. The multi-body problem has been studied extensively
for multiple cylinders (Yu et al., 2024) and only recently for a

whole wind turbine rotor (Pirrung et al., 2024) and for rotor–
tower interactions (Ludlam et al., 2024). Thus, characteriz-
ing the effects on blade VIV of this large parameter space,
whether to understand the phenomena or to define useful
simplified models, will involve a combination of simulation
approaches with different levels of fidelity.

It is crucial to have a good understanding of the capabil-
ities and limitations of the different levels of simulation fi-
delity in characterizing VIV. To this end, the present work
analyses the difference in vortex-shedding flow and VIV re-
sponse of a wind turbine airfoil between a URANS 2D case
and a DDES case for an extruded section of one spanwise
chord length. The DDES 3D case is a higher-fidelity ap-
proach but much more computationally expensive. Such an
analysis has been presented in the early work of Skrzypiński
et al. (2014), but the short length of the time series they sim-
ulated meant that some of the vortex-shedding flow features
were not observed, leading to a potentially inaccurate char-
acterization of the Strouhal number for the 3D DDES case
and possibly affecting the comparison of the VIV response
between the two approaches. These potential shortcomings
were replicated in the subsequent work by Lian et al. (2023a).
The present work complements and extends those by Skrzyp-
iński et al. (2014) and Lian et al. (2022, 2023a). In this
work, the simulation of the static-airfoil vortex shedding for
a longer time series and a more robust characterization of the
VIV results have allowed for a novel comparison of the VIV
response between 2D and 3D simulations. In Skrzypiński
et al. (2014) and Lian et al. (2023a), the authors performed
static 3D airfoil simulations with a length of 168 and about
260 non-dimensional time units, respectively. For the present
work, 1200 non-dimensional time units are simulated for the
static 3D case. This results in the detection of multiple inter-
mittent flow regimes associated with different Strouhal num-
ber values, which was not possible with shorter simulation
times. Furthermore, in Skrzypiński et al. (2014) the presented
quantitative comparison between their 2D and 3D VIV sim-
ulations is based on the maximum amplitude reached by the
airfoil after a non-dimensional time of 100 units, which is
not nearly enough time for the maximum amplitude to be
reached, thus making this comparison very sensitive to the
initial transient of the simulation. Similarly, in Lian et al.
(2022) the VIV amplitude results are shown after 100 non-
dimensional time units, which again makes it difficult to
perform any subsequent comparisons. In the present work,
the VIV responses are compared using the initial amplitude
growth rate, which is a robust metric of the VIV development
even for relatively short time series (300 non-dimensional
time units in this work). This enables reproducible compar-
isons by other authors and methods. These two extensions to
the previous works result in the most objective comparison
between 2D and 3D simulation results to date. A particular
novelty is the level of agreement found between these two
simulation approaches for the VIV response inside the lock-
in range. Note that these difficulties in characterizing the VIV
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response arise because of the computational cost of perform-
ing CFD simulations of the flow at large Reynolds numbers,
so other results cited in this work may not suffer from these
shortcomings. The results and methodology presented here
may serve as a guide for future comparisons and for simula-
tions where the simulation time is considerably limited.

The present work is organized as follows. In Sect. 2, the
simulation methodology is described; first, the CFD setup
is given in Sect. 2.1, and then the structural system param-
eters and solver are described in Sect. 2.2. In Sect. 3, the
simulation results are shown and discussed. This section is
divided into five parts; the first part is Sect. 3.1, which gives
a direct comparison of previously published results against
a reproduction of said results employing the present solver
and procedure, with the aim of verifying the proposed imple-
mentation. Section 3.2 presents a discussion on the compu-
tational cost of the simulations, as well as a mesh sensitivity
analysis. In Sect. 3.3, the results from static-airfoil simula-
tions are investigated. In the next part of the results section
(Sect. 3.4), the free-to-move airfoil case is analysed. Lastly
for the results, in Sect. 3.5, the findings from the static and
free-to-move airfoil sections for the 3D case are investigated
via flow field visualizations. Finally, the conclusions of the
present work are reported in Sect. 4. Having a robust char-
acterization of vortex shedding and VIV, through affordable
CFD simulations, allows for the use of the results obtained in
the development and calibration of engineering models, for
example in the manners proposed by Kurushina et al. (2018)
and Rigo et al. (2022). This is a crucial step if VIV is to be
considered during the wind turbine design stages.

2 Methodology

In this section, the computational setup of the airfoil FSI sim-
ulations performed is described. Each FSI simulation con-
sists of two coupled parts, a CFD simulation part, described
in Sect. 2.1, and a structural simulation part, described in
Sect. 2.2.

Simulations of both a 2D airfoil and the same airfoil ex-
truding one chord length in its spanwise direction (3D) are
performed. This spanwise length is chosen as a compromise
between the computational cost of the simulations, the lateral
boundary condition effect and the spanwise discretization.
Analyses of the effect of the spanwise length on the airfoil
vortex shedding can be found in Skrzypiński et al. (2014) and
Lian et al. (2023a), where in both of these works a one-chord
spanwise length is deemed a good compromise and used for
subsequent VIV analyses.

The airfoil chosen is the DU96-W-180, which has a rela-
tive thickness of 18 % and was designed for wind turbine ap-
plications at the Delft University of Technology (Timmer and
van Rooij, 2001). The VIV response of this particular airfoil
has been previously analysed by Skrzypiński et al. (2014),
Hu et al. (2021) and Lian et al. (2022, 2023a, b, 2024).

All the simulations are performed at an angle of attack of
α = 90°, with a constant velocity inflow and with a chord-
based Reynolds number in the range [1.4× 106,2.6× 106

].
The simulation solver employed is MaPFlow, developed

at the Laboratory of Aerodynamics of the National Techni-
cal University of Athens (NTUA), which includes a finite-
volume compressible CFD solver, offering URANS and
DDES turbulence-modelling approaches (Papadakis, 2014;
Diakakis, 2019). MaPFlow has been validated in code-to-
code comparisons (Sørensen et al., 2016; Prospathopoulos
et al., 2021), for the VIV problem of the circular cylinder
(Papadakis et al., 2022) and for the vortex shedding behind
the trailing edge of flatback airfoils (Papadakis et al., 2020;
Papadakis and Manolesos, 2020; Manolesos and Papadakis,
2021). The solver used in the present work is accurate to the
second order in space and time.

2.1 CFD setup

Two different turbulence-modelling approaches are em-
ployed in the CFD simulations, namely the unsteady
Reynolds-averaged Navier–Stokes (URANS) equations with
the k−ω shear stress transport (SST) two-equation turbu-
lence model (Menter, 1994) for the 2D simulations and
the delayed detached-eddy simulation (DDES) also with the
k−ω SST model for the 3D simulations. The two different
configurations are identified as “URANS-2D” and “DDES-
3D”, respectively. The boundary layer is assumed to be fully
turbulent in both configurations.

A sketch of the computational domain used in the
URANS-2D simulations is shown in Fig. 1. This computa-
tional domain consists of a circular disc in the x–y plane,
centred at the airfoil leading edge, with the x direction
aligned with the airfoil chord line, pointing towards the trail-
ing edge. The y axis is perpendicular to the chord, pointing
downstream. The disc has a radius of 30c, where c is the air-
foil chord length. In the case of the DDES-3D simulations,
the computational domain is the same but extruded one chord
in the spanwise direction, becoming a cylinder of height c in
the z direction.

The edge of the disc in the 2D case and the lateral surface
of the cylinder in the 3D case act both as mass flow inlet–
outlet boundary conditions. The 30c disc radius ensures a
blockage ratio under 2 %. The airfoil surface boundary con-
dition is set to a no-slip wall. For the 3D case, a periodic
boundary condition is set to the two end faces of the cylin-
drical domain.

The 30c domain radius is in line with the previous work by
Skrzypiński et al. (2014), and it has been checked to ensure
a blockage ratio under 2 %. In the present implementation,
the solver employs the method of Riemann invariants at the
far field so that the freestream conditions are more accurately
prescribed.

For the 2D simulations, the domain is discretized using a
structured O-type mesh. The number of grid points over the
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Figure 1. Sketch of the computational domain for the 2D simula-
tion and axis system. Not to scale.

airfoil is 256, being more densely distributed around the lead-
ing and trailing edges. In the far field, i.e. at the disc edge,
the 256 grid points are evenly distributed. In the radial di-
rection, the mesh is discretized into 128 grid points, concen-
trating them close to the airfoil surface to obtain a first layer
height which ensures a value of y+ < 1. The total number
of cells in the mesh of the 2D simulations is thus 32 768.
For the 3D simulations, the domain is also discretized us-
ing a structured O-type mesh, with the same number of mesh
elements along the airfoil surface as in the 2D case, which
is 256. In the radial direction, though, a finer discretization
of 384 grid points is employed in the 3D case, which also
ensures a first layer height of y+ < 1. In the spanwise di-
rection, the mesh is extruded one chord length and is dis-
cretized into 128 equispaced grid points. The total number
of elements in the mesh of the 3D simulations is thus about
12.6 million. The structured meshes files read by MaPFlow
have been created with the publicly available code structAir-
foilMesher (Diakakis, 2023). A close-up view of the meshes
around the airfoil can be seen in Fig. 2, were panel (a) shows
the 2D mesh and panel (b) shows some details of the 3D
mesh, namely an oblique view of the mesh over the airfoil
surface together with a slice perpendicular to the spanwise
direction.

The mesh topology and discretization have been chosen to
be similar to those from closely related publications (Skrzyp-
iński et al., 2014; Lian et al., 2023a), for better compara-
bility. Multiblock or unstructured meshes, where the wake
can be more efficiently refined, may be preferable for vortex-
shedding simulations. In the present work, the mesh is re-

fined as much as possible at the near wake considering the
computational cost of the simulations.

The non-dimensional time step of all CFD simulations is
1t̃ =1tU∞/c = 0.01, which results in about 800 time steps
for each vortex-shedding period. A maximum of 50 inner it-
erations per time step are employed in the URANS-2D case,
and a maximum of 10 are employed in the DDES-3D case.

2.2 Structural dynamics system setup

In the present FSI simulations, the airfoil is allowed to move
freely (i.e. without an imposed motion) along its edgewise
direction and without deformation. The CFD solver is tightly
coupled to a 1-degree-of-freedom lumped-element dynami-
cal system, without damping, of the form

mẍ(t)+ kx(t)= l(t), (1)

where m is the mass per spanwise unit length of the airfoil;
k is the stiffness constant per unit length; ẍ is the edgewise
acceleration of the airfoil, with x as its displacement; t is
time; and l is the lift force per unit length, computed as the
edgewise projection of the integral of the pressure and vis-
cous stress fields over the airfoil surface, as obtained from
the CFD simulation. A schematic representation of this dy-
namical system is shown in Fig. 3.

In all simulations, the airfoil chord is set to c = 1 m.
The mass per unit length value is set to m= 40 kg m−1,
and the stiffness constant per unit length is defined as
k = 20808 N m−2. Both the URANS-2D and DDES-3D
dynamical models have a structural natural frequency
of fs =

√
k/m/ (2π )= 3.63 Hz and a mass ratio of m̃=

m/(ρ∞c2)= 32.7, where ρ∞ is the fluid density at the in-
let. These structural properties are in line with those used
in previous works (Skrzypiński et al., 2014; Lian et al.,
2022, 2023a, b), which have been defined to be representa-
tive of the dynamics of a realistic wind turbine blade. Note
that the most relevant parameters for the VIV response are
the mass ratio, which is similar to that of wind turbine blades
(which the authors estimate to be in the range m̃ ∈ [10,30]),
and the ratio between the structural natural frequency and the
vortex-shedding frequency, which is studied parametrically
in the present work.

The structural damping is also a relevant parameter in VIV
but is set here to 0 to give conservative results if used to in-
form structural design engineering models. As stated in the
Introduction (Sect. 1), in-line motion has little effect on the
VIV response, allowing for the analysis of the present simpli-
fied one-dimensional structural model, especially given the
relatively large aerodynamic damping expected in the flap-
wise direction. The present results of a 2D and a short-aspect-
ratio 3D case can be used to inform 2D or lumped-element
engineering models of the airfoil VIV response (e.g. using
the procedure in Rigo et al., 2022), but additional 3D data
would be needed to predict the response of a full wind tur-
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Figure 2. Visualization of the CFD meshes employed. (a) Close-up view of the mesh around the airfoil used in the URANS-2D configuration.
(b) Close-up view of the surface mesh and cross-sectional slice at one end of the mesh, around the airfoil used in the DDES-3D (aspect ratio
of 1) configuration.

Figure 3. Structural dynamics system representation. The inflow
velocity U∞ is shown for reference.

bine blade under realistic conditions, due to spanwise non-
homogeneous structural, aerodynamic and inflow properties.

The dynamic equation is solved iteratively for each CFD
solver time step using the Newmark-beta method (Newmark,
1959) with a convergence criterion for the residual accelera-
tion between two iterations of 1× 10−5. More details on the
FSI coupling implementation in MaPFlow can be found in
Papadakis et al. (2022). The motion calculated by the struc-
tural solver is passed to the CFD solver as a whole-grid-
position update, so no mesh deformation algorithm is re-
quired.

3 Results and discussion

A general overview of this section is now provided. First,
the solver and procedure used here are evaluated by com-
paring with results from the literature (Sect. 3.1). Following
this comparison, a new set of simulations is performed for
a more comprehensive characterization of the vortex shed-
ding and VIV response of the airfoil. Prior to analysing the
new simulation results, a discussion on their computational
cost is presented in Sect. 3.2, together with a mesh sensi-
tivity analysis of the URANS-2D simulations. The simula-
tions performed are grouped into static-airfoil simulations
(Sect. 3.3), with which the vortex-shedding mechanisms are
investigated, and free-to-move airfoil simulations (Sect. 3.4),
where several simulations are needed to characterize its lock-
in response. Section 3.5 presents an investigation connecting
the findings from the 3D static case and the moving airfoil
results, via flow field visualizations.

3.1 Comparison to previously published results

To verify the implementation of the FSI solver, previously
published results by Skrzypiński et al. (2014) and Lian et al.
(2022) are used for comparison. The focus is on 2D URANS
VIV cases.

The parameter used for the analysis is the maximum dis-
placement of the airfoil for each simulation (multiple sim-
ulations are performed to characterize the lock-in range).
In Skrzypiński et al. (2014), these values are provided for
100 non-dimensional simulation time units (t̃ = 100) and
are normalized with the maximum amplitude from all sim-
ulations such that A∗x(T ∗)= Ax(T ∗)/max(Ax(T ∗)), where
T ∗ = T U∞/c is the non-dimensional natural oscillation pe-
riod, which coincides with the widely used reduced veloc-
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ity Ured = U∞/ (fsc). The comparison of these published re-
sults against those obtained with the present implementation,
for an identical setup, are shown in the left panel of Fig. 4.
For the present results, the non-dimensional time used is 160
units rather than 100 to compensate for the slight differences
in the VIV transient.

In Lian et al. (2022), the amplitude is normalized with the
chord, and the values reported correspond to approximately
240 non-dimensional time units. This time is found to be
enough to reach a state where the amplitude is growing at
a steady rate. However, the actual maximum VIV amplitude
is far from being reached, so the comparison is still very sen-
sitive to the transient behaviour. The right panel of Fig. 4
shows the comparison for this case, where the present results
correspond to a non-dimensional time of 200 units. The com-
parison is fairly good in both cases shown in Fig. 4, despite
the limitations mentioned above. It is worth noting that, as
per the simulations performed in the present work, the true
maximum amplitude is only reached after about 550 non-
dimensional time units and has a value of about 1.5 chords
(this is visible in Fig. 11).

There are some differences between the setups used in
this comparison and the setup presented in Sect. 2. Namely,
in Skrzypiński et al. (2014), to traverse the lock-in range,
the value of the stiffness constant in the structural model is
modified for each simulation. On the other hand, in Lian
et al. (2022) and the present work, it is the inflow wind
speed that changes. The only implication of this difference
is that in Skrzypiński et al. (2014) all cases are run for
the same Reynolds number (Re= 2× 106), whereas in the
other two cases the Reynolds number is a function of the in-
flow wind speed. Additionally, in Lian et al. (2022) the non-
dimensional time step for the VIV simulations is defined as
1t̃ = U∞/ (100fsc), which goes from 0.06 to 0.11 for the
simulated velocity range. In Skrzypiński et al. (2014) and the
present work, the non-dimensional time step is1t̃ = 0.01 for
all simulations (as stated in Sect. 2.1). The present authors
verified this time step through preliminary sensitivity analy-
ses.

One of the motivations of the present work was to find
more suitable metrics for the comparison between cases,
e.g. different tools, different modelling choices, etc., in par-
ticular to enable reproducible results when the simulations
are too short to characterize the converged (cyclostationary)
behaviour. One such metric is presented in Sect. 3.4.2.

3.2 Computational cost and mesh sensitivity analysis

The URANS-2D simulations were carried out on the
Magerit-3 supercomputer at CeSViMa (Universidad Politéc-
nica de Madrid), and the DDES-3D simulations were carried
out on the MareNostrum 4 supercomputer at the Barcelona
Supercomputing Center. Details on the computational cost
of the simulations presented hereafter are shown in Table 1.
These data show the extent to which simulations with the

URANS-2D approach take shorter to run and are much less
resource-intensive than with the DDES-3D approach.

Apart from the 2D mesh described in Sect. 2.1, two finer
meshes have been tested to check the sensitivity of the
URANS-2D results to the mesh resolution. A mesh called
“medium” is created by doubling the resolution over the air-
foil and in the radial direction, for a total of 4 times as many
elements, i.e. about 1.3× 105 cells. The third mesh, called
“fine”, is defined by making the mesh 3 times finer in both di-
rections, for a total of about 3×105 cells. The Courant num-
ber is preserved in all simulations by reducing the time step
accordingly. The 2D mesh presented in Sect. 2.1 and used
throughout the rest of the present work is named “coarse”.

The inflow velocity considered for the sensitivity analy-
sis is such that the vortex-shedding frequency matches the
structural frequency, so large vibrations are expected. The
results obtained and compared are the maximum of the air-
foil non-dimensional motion displacement max(x̃), the stan-
dard deviation of the lift coefficient σcl and the mean drag
coefficient cd. These values are calculated using a time se-
ries length of 50 non-dimensional time units, starting after
the wake development non-dimensional transient time t̃trans
has passed. These are canonical results of the VIV response
(Tanida et al., 1973), although, as will be discussed later,
these quantities do not always allow for a robust character-
ization of the VIV response, as they are very sensitive to the
initial transient and the time interval used to compute them.
An alternative metric will be proposed in Sect. 3.4.2. These
canonical quantities of interest are employed for the present
mesh sensitivity analysis nonetheless, for the sake of illus-
tration and given that the similarity in the results allows for a
sensible comparison.

The time series results with the three meshes are plotted
in panel (a) of Fig. 5, and the percentage differences between
the results obtained with the coarse and medium meshes with
respect to the fine-mesh results are shown in panel (b) of the
same figure. It can be observed that the results for the three
meshes are quite similar for the three quantities analysed.
The use of the coarse-mesh setup is considered a good com-
promise between accuracy and computational cost. A simula-
tion with the medium-mesh setup takes about 8 times longer
to run than with the coarse-mesh setup, and a simulation with
the fine mesh takes about 18 times longer. Note that this type
of sensitivity analysis for the DDES-3D case would be much
more computationally expensive to run. The mesh chosen
for the DDES-3D simulations is finer than the URANS-2D
mesh, as explained in Sect. 2.1, and is in line with the mesh
previously used by Skrzypiński et al. (2014).

3.3 Static-airfoil case

The flow field around the airfoil in a static position is sim-
ulated to provide information about the vortex-shedding fre-
quency. This configuration will be used as a reference for the
analysis of the VIV response of the moving airfoil performed
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Figure 4. Comparison of results from the literature replicated with the present implementation. (a) For the comparison with Skrzypiński
et al. (2014), the maximum amplitudes are shown normalized with their highest value for each case, after the non-dimensional simulation
times depicted, as a function of the reduced velocity. (b) In the Lian et al. (2022) case, the non-dimensional maximum amplitudes are shown
as a function of the inflow wind speed.

Table 1. Details on the computational cost of the simulations performed. Nsteps refers to the number of time steps run, NCPUs is the number
of CPUs used in parallel via the message-passing interface (MPI), Twall-clock is the wall-clock time for a single simulation and Nsims is the
number of simulations of each type (i.e. the number of different inflow wind speeds).

URANS-2D static URANS-2D FSI DDES-3D static DDES-3D FSI

Nsteps [–] 65 000 130 000 120 000 30 000
NCPUs [–] 80 80 1200 1200
Twall-clock [h] 2.5 12 315 192
Nsims [–] 1 15 1 7

Total cost [h] (CPU) 200 1.5× 104 3.8× 105 1.6× 106

in the following sections. Two simulations are carried out at
a Reynolds number Re= 2× 106, one for the URANS-2D
model and one for the DDES-3D model.

3.3.1 Lift coefficient frequency content

The vortex-shedding frequency can be approximated by the
frequency of the lift force fluctuation (Bishop and Hassan,
1964), typically obtained as the peak of its power spectral
density (PSD) function.

In the present work, the lift coefficient fluctuation is ob-
tained as cl(t)− cl, where cl(t)= l(t)/(0.5ρU2

∞c), with cl(t)
being the lift coefficient and cl being its mean value, and U∞
is the constant inflow velocity. The PSD of this zero-mean
lift coefficient time series Scl (f ), where f is frequency, has
been calculated using the Blackman–Tukey estimator, with
a Hamming window, and with the maximum lag used for
the autocovariance function estimation being equal to the
time series length minus 1. The non-dimensional form of
this PSD S̃cl = SclU∞/c is analysed and shown in terms of
the non-dimensional frequency f̃ = f c/U∞. One-thousand
frequency points between f̃ = 0.1 and f̃ = 0.17 are em-
ployed, after checking that almost all of the energy is con-
tained within these frequencies from the PSD of the whole
frequency range. The PSD estimation has been performed
using the open-source toolbox mVARbox (Gallego-Castillo

et al., 2024). The initial period of the time series associ-
ated with the transient wake development, spanning the non-
dimensional time interval t̃ ∈ [0,100], is excluded from all
statistical calculations, including the aforementioned PSD
and mean lift coefficient. After excluding the transient pe-
riod, the total simulation period for the URANS-2D case is
540 non-dimensional time units, and for the DDES case it is
1100.

The PSD of the lift coefficient fluctuations for both mod-
elling cases, normalized with the variance of the lift coef-
ficient σ 2

cl
, are compared in Fig. 6. Two y axes are shown

in the figure, with the left one corresponding to the DDES-
3D case and the right one corresponding to the URANS-
2D case, to accommodate for the different range of vari-
ation in the PSD values in both cases. For the URANS-
2D case, almost all of the energy is concentrated around a
single peak found at a non-dimensional frequency of about
0.126, whereas the DDES-3D PSD shows multiple peaks at
clearly separated frequencies. The Strouhal number for the
URANS-2D case is thus approximated as StU = 0.126. On
the other hand, for the DDES-3D case there is no clear dom-
inant shedding frequency. The energy is spread out in multi-
ple peaks in the range [0.11,0.16], so the authors consider it
inappropriate to report a single Strouhal number value for
this case. In Schewe (1983), it was found experimentally
that for the case of a circular cylinder in the upper transi-
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Figure 5. (a) Time series segments of the airfoil non-dimensional displacement (top), lift coefficient (middle) and drag coefficient (bottom),
for the three setups considered in the mesh sensitivity analysis. (b) Percentage difference in non-dimensional maximum displacement,
standard deviation of the lift coefficient and mean drag coefficient, of the coarse and medium meshes with respect to the fine mesh. All cases
correspond to URANS-2D simulations.

tion regime Re ∈ [1× 106,5× 106
], no clear single vortex-

shedding frequency could be identified in the lift coefficient
fluctuation PSD. It was suggested that, in this regime, the
flow experiences multiple unstable configurations, although
no evidence could be given of a relationship between the PSD
frequency peaks and the lift and drag coefficient behaviour.
In Lehmkuhl et al. (2014), large-eddy simulations (LESs) of
a static circular cylinder at different Reynolds numbers were
performed, and they observed that for the case in the criti-
cal regime

(
Re= 3.8× 105) there were two different vortex-

shedding frequencies in the PSD of the cross-stream veloc-
ity fluctuations. They noticed that one of the frequency peaks
matched the frequency they obtained from a simulation in the
subcritical regime and the other peak matched the frequency
they obtained in the supercritical regime. This duplicity in
the vortex-shedding frequency was attributed to a switching
between two flow configurations, arising from the asymme-
try in the flow characteristic of the critical regime. Recently,
in Ellingsen et al. (2022) two different vortex-shedding fre-
quencies were identified in the PSD of the lift coefficient of
a circular cylinder, obtained from wind tunnel experiments.
These two frequencies were observed in the whole range of
Reynolds numbers studied, Re ∈ [8×105,2.17×106

], which
belong to the supercritical regime, and they were associated
with two different spatial patterns of the cylinder surface
pressure. It was not determined whether the two spatial pat-
terns happened simultaneously or were intermittent. As far as
the present authors are aware, the existence of multiple peaks
of similar energy in the PSD of the lift coefficient, which
leads to ambiguity in the Strouhal number definition, has not
been reported before for the case of an airfoil.

3.3.2 DDES-3D flow regimes

To compare the time evolution of the aerodynamic forces
acting on the airfoil predicted by the URANS-2D and the
DDES-3D approaches, the time series of the lift and drag
coefficients (cl and cd, respectively) for both models are
shown together in Fig. 7. The results are shown for a non-
dimensional time interval t̃ ∈ [100,300] just to improve the
visualization of the fluctuation patterns. It is noticeable that,
for the URANS-2D case, the lift and drag time series are
highly periodic. For the DDES-3D case, the time patterns of
both coefficients are more irregular. Specifically, the lift co-
efficient predicted with the DDES-3D approach experiences
amplitude changes, and the drag coefficient shows simul-
taneous changes in amplitude and mean value. These low-
frequency modulations are seen to be of various degrees of
intensity and of different duration along the whole time series
t̃ ∈ [100,1200].

In Lisoski (1993), experiments were performed for flat
plates at 90°, with different aspect ratios, and Reynolds num-
bers between 3000 and 9000, and they reported lift and drag
coefficient time patterns similar to those presented in Fig. 7
for the DDES-3D case. Direct numerical simulations (DNSs)
were performed by Najjar and Balachandar (1998), for a flat
plate at 90°, both in a 2D configuration and a 3D configura-
tion with an aspect ratio AR= 2π and for a Reynolds num-
ber Re= 250 in both cases. The authors presented a drag co-
efficient time series for their 2D case, which is highly peri-
odic, like the URANS-2D case shown in Fig. 7. Their 3D
simulations of the flat plate show a drag and lift time se-
ries with irregularities, similar to the ones evidenced in the
DDES-3D results presented here. This may imply, leaving
out the large difference in Reynolds numbers, that the reg-
ular vortex shedding observed for the URANS-2D case is a
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Figure 6. Normalized non-dimensional PSD of the lift coefficient fluctuations, for the static airfoil at Reynolds number Re= 2× 106. The
left y axis corresponds to the DDES-3D case, and the right y axis corresponds to the URANS-2D case.

consequence of the 2D nature of the simulation and not only
of the modelling of turbulence. Preliminary results by the
present authors showed that a URANS-3D case was not able
to predict the irregular shedding behaviour observed in the
DDES-3D case, so it is considered that both a 3D setup and
large-eddy-resolving turbulence modelling are needed to pre-
dict the intermittent shedding presented here. Najjar and Bal-
achandar (1998) also explored the mean drag force behaviour
during the different low-frequency cycles and identified two
main flow regimes, the high-drag (H ) regime and the low-
drag (L) regime. It was found that during the H regime the
shed vortical structures are more coherent. More recently, an
additional regime called M was proposed by Hemmati et al.
(2016), occurring between regimes H and L.

In Fig. 7 it can be seen that there are some time seg-
ments of varying duration where the behaviour of the aero-
dynamic coefficients predicted by the URANS-2D and the
DDES-3D configurations are similar, in terms of not only
amplitude and mean values but also frequency, e.g. during
non-dimensional times 160 to 200 and in the vicinity of
t̃ = 240 and t̃ = 290. These time segments might correspond
to the high-mean-drag-flow H regime. Najjar and Balachan-
dar (1998) describe the H regime as one with coherent span-
wise vortices, whereas in the L regime these vortices are bro-
ken apart. It seems reasonable then that the 2D simulation re-
sults are more similar to the 3D results during the high-drag
regime, as 2D simulations may be considered spanwise uni-
form. A visual confirmation of this behaviour is given later
on, in Sect. 3.5.

The existence of different flow regimes, as is observed in
Fig. 7, each potentially having different characteristic vortex-
shedding frequencies, constitutes one possible explanation
for the multiple peaks observed in Fig. 6, for the lift co-
efficient PSD obtained from the DDES-3D simulation. To
further explore the idea that the vortex-shedding frequency
changes as time progresses, the time evolution of the fre-
quency content of the lift coefficient is quantified, utilizing
the continuous wavelet transform (CWT) of the lift coeffi-
cient fluctuation. The bump wavelet with 48 voices per oc-

tave in the range f̃ ∈ [0.1,0.17] is employed. The use of
CWT to inspect the time–frequency content of the aerody-
namic forces in a VIV analysis has been previously imple-
mented, for example by Zhao et al. (2022).

In Fig. 8, the CWT result is visualized using the scalogram
representation (bottom panel), along with the whole lift coef-
ficient time series (top panel). The scalogram shows the esti-
mation of the instantaneous lift coefficient frequency content
on the y axis, against the non-dimensional time on the x axis.
Brightness is used to quantify the magnitude of the CWT nor-
malized using the L1 or Manhattan norm, which serves as an
indicator of the lift coefficient fluctuations amplitude content
at each frequency (Lilly, 2017). A solid blue line is plotted
on top of the scalogram, marking the time evolution of the
most energetic instantaneous frequency. In this scalogram, it
is seen that the vortex-shedding frequency varies notably as
time progresses and that at any given time there is apparently
just one dominant shedding frequency. It can be thus con-
cluded that the PSD with multiple peaks observed in Fig. 6
is the result of individual vortex-shedding frequencies occur-
ring at different time intervals. When comparing the scalo-
gram with the lift coefficient time series, which share the
x axis, it is observed that the low-amplitude oscillations of
cl occur at a higher frequency than the high-amplitude ones.
These variations may be attributed to the switching of flow
regimes. Therefore, the H regime, characterized by a highly
coherent shedding pattern and large amplitudes of the lift
coefficient fluctuations, would present lower shedding fre-
quencies than the other regimes. It is worth noting that the
PSD previously shown in Fig. 6 has many distinct peaks, so
it seems that there is not a one-to-one correspondence be-
tween vortex-shedding frequency and flow regime. This non-
correspondence between frequency and regime is also ob-
served in the scalogram, in the non-dimensional time interval
t̃ ∈ [500,600], identified with the H regime from the cd time
series not shown here, where the vortex-shedding frequency
is seen to decrease continuously as time passes. The dashed
line shown in the scalogram in Fig. 8 corresponds to the
Strouhal number obtained with the URANS-2D results and
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Figure 7. Detail of the (a) lift coefficient and (b) drag coefficient as a function of non-dimensional time, for both the DDES-3D and the
URANS-2D static simulations of the DU96-W-180 airfoil.

is seen to match reasonably well with the vortex-shedding
frequencies observed during the H regime for the DDES-3D
configuration. This similarity is in accordance with the ob-
servation made above regarding Fig. 7 that the time series
for both configurations matched well qualitatively in the H
regime.

The H regime may be triggered in the DDES-3D case
as a consequence of increased coherence due to the span-
wise boundary condition influence, given the short length of
the 3D model (Wu and Sharma, 2020). Simulating models
with higher aspect ratios would reduce the influence of the
spanwise boundary condition, at the cost of increased com-
putational resources for the same mesh density. Nonetheless,
this intermittently increased spanwise correlation of the lift
forces may occur anyway, either spontaneously or due to
external conditions like airfoil motion or coherent turbulent
structures. In the opinion of the authors of the present paper,
more research on this topic is required to better understand
this complex phenomenon.

3.3.3 Strouhal number analysis

To further assess the ambiguity in the Strouhal number def-
inition for the DDES-3D configuration, a sensitivity analy-
sis has been performed concerning the length of the time
series used to calculate the PSD of the lift coefficient fluc-
tuations Scl . In Fig. 9, the non-dimensional frequency cor-
responding to the highest peak in the PSD of the lift coef-
ficient fluctuations f̃max

(
Scl

) is plotted as a function of the
non-dimensional duration of the time series used to compute
this PSD t̃final. That is, as t̃final increases, a longer part of the
time series is used, until for the last value the whole series
is employed. It is observed that, while for the URANS-2D
case the frequency quickly converges to its final value, for
the DDES-3D case there are significant frequency jumps and
no signs of convergence. The percentage difference in the
PSD peak frequencies for the DDES-3D case observed in
Fig. 6 as f̃max

(
Scl

) ∈ [0.123,0.151] with respect to the con-
verged URANS-2D frequency StU = 0.126 is in the range

[−3 %, 20 %]. Note that the Strouhal number value is typi-
cally employed in engineering models for the prediction of
the vortex-induced forces and VIV response of a body, as
mentioned in Sect. 1.

In Table 2, a list of Strouhal numbers reported in the litera-
ture for wind turbine airfoils at α = 90° using different CFD
modelling options is presented. The turbulence-modelling
approach is specified under “Method”, and the aspect ra-
tio is under “AR”. The St number obtained in the present
work with the URANS-2D approach agrees reasonably well
with those collected from the literature shown in Table 2.
The range of Strouhal values obtained in the present work
with the DDES-3D approach encompasses the previously re-
ported Strouhal number values shown in Table 2, including
those from URANS, DES and DDES simulations, both 2D
and 3D. Both in Skrzypiński et al. (2014) and Lian et al.
(2023a), it is mentioned that their lift coefficient PSDs, for
the DES and DDES cases, show energy content at more
than one frequency but that there is a single dominant peak,
which they report as the Strouhal number. The total non-
dimensional simulation time used to determine the Strouhal
value in Skrzypiński et al. (2014) is 168 non-dimensional
time units, and in Lian et al. (2023a) it is reported as “over
40 vortex shedding periods”, where 40 periods would cor-
respond to a non-dimensional simulation time of approxi-
mately 260 units. Both of these time series might be too short
to allow for the detection of the multiple shedding frequen-
cies observed in the present work. In Fig. 9, a value of about
f̃max

(
Scl

) = 0.15, very close to the Strouhal number of 0.153
reported in Table 2 for the DDES and DES 3D cases, can be
seen prominently in the DDES-3D results, especially in the
non-dimensional time interval t̃final ∈ [300,600]. This means
that if the present simulation had been of a length within that
range, the highest peak in the PSD would have been found at
the non-dimensional frequency f̃ = 0.15. Furthermore, it has
been confirmed that this peak would have been clearly dom-
inant if the simulation had been run with a non-dimensional
final time in the interval t̃final ∈ [400,500]. But, as has been
shown throughout this section, such a frequency value would
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Figure 8. (a) Lift coefficient time series and (b) non-dimensional scalogram of the lift coefficient for the DDES-3D static case. In the
scalogram, the thick solid blue line (cyan) marks the frequency bin with the highest magnitude at each time bin and the dashed horizontal
line (black) indicates the Strouhal number obtained from the URANS-2D static case.

Figure 9. Non-dimensional frequency of the highest peak in the PSD of the lift coefficient fluctuations, as a function of the total time used
to calculate the PSD, for the DDES-3D and URANS-2D static configurations.

not have been representative of the vortex-shedding flow be-
haviour in the present DDES-3D case.

To further characterize the DDES-3D case vortex-
shedding process, the PSD of the lift coefficient fluctuations
has been fitted to a Gaussian function. This fitting, shown in
Fig. 10, reveals that the energy of the vortex-shedding load-
ing can be approximated as a narrowband process with a cen-
tral frequency around f̃ = 0.131. In panel (a) of Fig. 10, the
Gaussian fit does not seem very appropriate, but changing the
y axis to a logarithmic scale, as shown in panel (b), reveals
that there is an underlying distribution of the spectral content
which is well represented by the Gaussian fit. The narrow-
band process can be identified even better in panel (c), where
a wider range of frequencies is shown in log–log axes; the
PSD is seen to grow above its background values for a lim-

ited range of frequencies, even if distinct peaks exist inside
this range. According to the analysis carried out in this work,
the central frequency of this narrowband process appears to
be more significant than the frequency of the highest peak,
as it defines the underlying vortex-shedding process and is
more robust to changes in the simulation time. Note that the
simulation should be long enough to ensure convergence of
the Gaussian-fit central frequency.

Approximating the vortex-shedding spectral content to a
Gaussian has been done since early on by Vickery and Clark
(1972) and is the basis of the spectral engineering models for
the prediction of VIV (Vickery and Basu, 1983; Arunacha-
lam and Lakshmanan, 2015). The Gaussian approximation
was used to identify the Strouhal number from full-scale ex-
perimental data by Kurniawati et al. (2024). In all these cases,
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Table 2. List of Strouhal number values reported for wind turbine airfoils at α = 90◦ using different CFD models. Note that “2D” in the
aspect ratio column means that the simulation is two-dimensional. In the case of “Present work” with DDES, a range of Strouhal numbers is
given instead of a single value.

Study Airfoil Method AR Re St

Present work DU96-W-180 URANS 2D 2× 106 0.126
Pellegrino and Meskell (2013) NREL S809 URANS 2D 1× 106 0.116
Skrzypiński et al. (2014) DU96-W-180 URANS 2D 2× 106 0.125
Lian et al. (2022) DU96-W-180 URANS 2D 2× 106 0.121
Lian et al. (2023a) DU96-W-180 URANS 2D 2× 106 0.119
Present work DU96-W-180 DDES 1 2× 106

∈ [0.11,0.16]
Skrzypiński et al. (2014) DU96-W-180 URANS 1 2× 106 0.137
Skrzypiński et al. (2014) DU96-W-180 DDES 1 2× 106 0.153
Lian et al. (2023a) DU96-W-180 DES 1 2× 106 0.153

Figure 10. Different representations of the normalized PSD of the lift coefficient fluctuations in the DDES-3D case, together with a Gaussian
fit. (a) In linear axes, (b) in the logarithmic y axis and (c) in log–log axes and for a wider range of frequencies. The central frequency of the
Gaussian fit is marked with a vertical line.

the Strouhal number is defined as the central frequency of the
Gaussian fit.

Significant similarities and differences have been found
between the static vortex shedding of the URANS-2D and
DDES-3D cases, with the DDES-3D case exhibiting an
intermittent behaviour which at times agrees remarkably
well with the URANS-2D case. The spectral content of the
DDES-3D lift coefficient is shown to be spread over a narrow
range of frequencies, with distinct peaks within this range de-
veloping at different time intervals. These findings are used
in the following sections to help interpret the VIV simulation
results.

3.4 Free-to-move airfoil case

In this section, the fluid–structure interaction (FSI) response
of the airfoil is simulated by coupling the CFD solver to the
1-degree-of-freedom elastic system solver, as described in
Sect. 2, with the airfoil being free to move along its edgewise
(chordwise) direction. Different simulations are performed,
varying the inflow velocity in order to capture the airfoil re-
sponse inside and outside the frequency lock-in range, as in
Lian et al. (2022, 2023a, b). The URANS-2D FSI simula-
tions are run at 15 different inflow velocities, for 1300 non-
dimensional time units each, whereas the DDES-3D simula-
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tions, due to computational resources limitations, are run for
7 inflow velocities, for 300 non-dimensional time units each.

3.4.1 Non-dimensional frequency ratio definition

Typically, to present the results for the abovementioned dif-
ferent inflow velocities in a non-dimensional form, use is
made of the ratio between the vortex-shedding frequency de-
fined by the static-case Strouhal number and the structural
natural frequency, i.e. fSt/fs, where fSt = StU∞/c, with the
Strouhal number St being obtained from static simulations or
experiments (Griffin et al., 1973; Lian et al., 2022). A ratio
of 1 means that the vortex-shedding frequency, if the body
were stationary, matches the structural natural frequency,
corresponding to a classical-resonance situation. The vortex-
shedding frequency obtained from a static case fSt is ex-
pected to approximate the actual vortex-shedding frequency
of a free-to-move case when outside the lock-in range well.
In the present work, for the URANS-2D case, the Strouhal
number used to determine the frequency ratio StU = 0.126
is obtained from the static CFD simulations, as reported in
Sect. 3.3. For the DDES-3D case, it is argued in Sect. 3.3 that
there is not a single Strouhal number for this configuration.
Nonetheless, in the present work it is found that, by choosing
a Strouhal number value of StD = 0.132 for the DDES-3D
case, the VIV response obtained with both approaches as a
function of the frequency ratio fSt/fs is remarkably similar,
as will be shown in the current section. This Strouhal number
value of 0.132 matches one of the peaks obtained in the PSD
shown in Fig. 6 and also coincides with the central frequency
of the Gaussian fit shown in Fig. 10. It is also worth not-
ing that this Strouhal number value is 13.7 % lower than the
Strouhal value of 0.153 reported by the other authors shown
in Table 2.

In what follows, different characteristics of the VIV re-
sponse of the airfoil obtained with the URANS-2D and
DDES-3D simulations will be compared, and the choice of
this StD value will be discussed. The results will be presented
in terms of the frequency ratio fSt,i/fs, where i = {U,D},
referring to the URANS-2D and DDES-3D configurations,
respectively, and fSt,i = StiU∞/c is the vortex-shedding fre-
quency calculated using the chosen Strouhal number value
from the static simulations (StU = 0.126 and StD = 0.132).

3.4.2 Non-dimensional amplitude growth rate

One of the results that characterize the vortex-induced vibra-
tion response is the maximum amplitude of the airfoil dis-
placement. In the present analysis, due to the large computa-
tional cost of the DDES-3D simulations, the simulated time
was not long enough to get an accurate estimation of the air-
foil displacement maximum amplitude. This computational
time limitation is common to other studies. Some authors
choose to show the maximum amplitude reached after a cer-
tain simulation time has passed and use this value for com-

parison between different cases (Skrzypiński et al., 2014;
Lian et al., 2022). The present authors believe that this is not
a good choice because the initial transients may be differ-
ent for different simulations. It might also give an erroneous
perception to the reader of the actual amplitude that would
be reached if it is not very clearly stated that the simulations
have not converged to a stationary amplitude value. As an
alternative, in this work, it is proposed to employ the non-
dimensional growth rate of the displacement amplitude as a
characteristic of the VIV response. This metric can clearly
indicate the VIV lock-in range by differentiating cases with
almost no amplitude growth (out of lock-in) from cases with
relatively large growth (lock-in). This metric is more consis-
tent between different sets of simulations and does not re-
quire of long time series to be obtained.

This non-dimensional growth rate of the displacement am-
plitude is defined as the slope of the straight line which fits
a convenient time interval of the magnitude of the Hilbert
transform of the non-dimensional displacement time series.
Thus, to calculate the non-dimensional growth rate of the dis-
placement amplitude, we first calculate the magnitude of the
Hilbert transform of the time series of the non-dimensional
displacement x̃ = x/c. The resulting time series is denoted
hx̃(t). This time series can be employed as an approxima-
tion of the non-dimensional displacement envelope or ampli-
tude (Zou et al., 2015). Then, a time interval of hx̃(t), cor-
responding to the initial displacement growth, is chosen. In
the present work, the time interval has been selected after a
visual inspection of the results. The same non-dimensional
time interval has been chosen for all inflow velocities and
both the URANS-2D and DDES-3D cases, namely 150≤
t̃ ≤ 300. Finally, a straight line is fitted to this interval of the
envelope, and the slope of the line is obtained. This slope,
which is the approximation to the non-dimensional ampli-
tude growth rate, is denoted rx̃ .

The growth rate calculation process is illustrated in
Fig. 11. Firstly, a time series of the non-dimensional dis-
placement x̃ is shown in panel (a), together with the positive
part of its Hilbert transform magnitude hx̃(t). Additionally,
the selected time interval (150≤ t̃ ≤ 300, as mentioned be-
fore) is marked. Next, in panel (b) the same time series and
envelope as those in panel (a) are shown cropped to the se-
lected time interval, together with a straight line fitted to this
portion of the envelope. The slope of this straight line is the
non-dimensional amplitude growth rate rx̃ , which is the met-
ric proposed to determine the lock-in range and to compare
the two modelling approaches studied. The same information
as in Fig. 11, but for a DDES-3D case, is shown in Fig. 12.
In this case, the time series is only 300 non-dimensional time
units long, which can be seen to be enough to characterize
the growth rate and thus the lock-in range, even if the maxi-
mum displacement amplitude has not been reached. The am-
plitude growth in all of the URANS-2D and DDES-3D sim-
ulations presented in the present work is approximated well
by straight lines. VIV displacement responses with an initial
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Figure 11. Illustration of the amplitude growth rate calculation pro-
cedure. (a) Time series of the non-dimensional edgewise displace-
ment x̃ along with, in a thicker line, the envelope of the time series
calculated with the Hilbert transform hx̃ . Additionally, the limits of
the time interval selected for the linear fit to hx̃ are marked with
vertical dashed lines. (b) Time series of the non-dimensional edge-
wise displacement x̃ within the time interval selected for the linear
fit, along with the estimated amplitude hx̃ and the straight line fit-
ted to hx̃ in this portion of the envelope. The amplitude growth rate
is defined here as the slope of the fitted line. All results are for a
URANS-2D FSI simulation at fSt,U/fs = 0.98.

growth rate which is largely nonlinear have been reported,
e.g. in Derksen (2019) for a 2D cylinder with low mass ratio
values.

This procedure is followed for every simulation, i.e. for
every frequency ratio fSt,i/fs, for both the URANS-2D and
DDES-3D approaches. The resulting non-dimensional dis-
placement amplitude growth rates are presented in Fig. 13.
Both approaches predict growth rates close to 0 for small
and large frequency ratios and a considerable increase in
this parameter for frequency ratios around 1. This range
of frequency ratios where the growth rate is appreciably
higher than 0 is proposed as a measure of the lock-in range.
Considering the results presented in Fig. 13, the lock-in
range is established to be about fSt,i/fs ∈ [0.85,1.1], for
both the URANS-2D and DDES-3D approaches. The results
demonstrate that there is a very good agreement between the
URANS-2D and DDES-3D predictions of the growth rate for
all frequency ratios.

3.4.3 Aerodynamic coefficients

Some results that characterize the VIV response, other than
the displacement behaviour, are the lift coefficient standard

Figure 12. Same as Fig. 11 but for a DDES-3D FSI simulation at
fSt,D/fs = 1.02.

deviation σcl and the mean drag coefficient cd. These two pa-
rameters are presented in Fig. 14, for both the URANS-2D
and DDES-3D approaches, as a function of the frequency
ratio. Note that due to the limited length of the time series
obtained with the DDES-3D model, to make a fair compari-
son, the statistics for all simulations are calculated in all cases
just for the non-dimensional time interval t̃ ∈ [150,300]. The
results from both models match to a high degree in the vicin-
ity of the resonant frequency, i.e. inside the lock-in range,
whereas large discrepancies appear for very small or very
large frequency ratios. The higher lift coefficient standard de-
viation and mean drag coefficient values outside the lock-in
range obtained with the URANS-2D approach may be at-
tributed to the 2D character of these simulations, as is well
known and documented (Mittal and Balachandar, 1995). The
σcl values predicted with the DDES-3D approach, outside the
lock-in range, are about 42 % smaller than those predicted
with the URANS-2D approach, whereas inside the lock-in
range, this difference is reduced to about 8 %. Likewise, the
cd values predicted with the DDES-3D approach, outside the
lock-in range, are about 20 % smaller than those predicted
with the URANS-2D approach, whereas inside the lock-in
range, this difference is reduced to about 2 %.

To further illustrate the similarities of the VIV airfoil
response predicted by the URANS-2D and DDES-3D ap-
proaches inside the lock-in range, one example of the time
series of the non-dimensional displacement and the aerody-
namic coefficients cl and cd is shown in Fig. 15, cropped
in time for better visualization. Note that the frequency ra-
tio fSt,i/fs is not exactly the same for both models but sim-
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Figure 13. Non-dimensional displacement amplitude growth rate rx̃ for the non-dimensional time interval t̃ ∈ [150,300] as a function of the
ratio between the Strouhal-defined vortex-shedding frequency and the structural natural frequency, for the two modelling approaches.

Figure 14. (a) Lift coefficient standard deviation and (b) mean drag coefficient as a function of the ratio between the Strouhal-defined
vortex-shedding frequency and the structural natural frequency, for the two modelling approaches. In both cases, the time series used to
calculate these statistical parameters are limited to the non-dimensional time interval t̃ ∈ [150,300].

ilar enough to be comparable and well within the lock-in
range. In this comparison, the x axis is the time t and not
the non-dimensional time t̃ because inside the lock-in range
the vortex-shedding frequency is locked in at the natural
frequency of the structure fs, which is the same for both
configurations. Therefore, the oscillation period is the same
for both approaches and equal to T = 1/fs, but the non-
dimensional oscillation period T̃ = U∞/(fsc) is different for
any given frequency ratio fSt,i/fs because the velocity at
which this ratio is achieved U∞ = fSt,ic/Sti depends on the
Strouhal number chosen for each approach, which is differ-
ent in the present work. In the comparison shown in Fig. 15,
the time series predicted by both approaches happen to be
in phase, but due to differences in the initial transients, this
does not generally occur. Both the URANS-2D and DDES-
3D approaches predict similar time series for x̃, σcl and cd.
The similarity in the oscillation frequency was expected, as
explained above. It was also expected from the results in
Figs. 13 and 7 that the displacement growth rate, lift coef-
ficient amplitude and mean drag coefficient would be simi-
lar. Additionally, it can be seen that the transitory behaviour
of the lift and drag coefficients are also similar. In both ap-

proaches the lift coefficient amplitude is steadily growing
with time, whereas the drag coefficient amplitude seems to
be constant, while its mean value increases with time at a
steady rate. The DDES-3D results show a slightly less peri-
odic behaviour of both aerodynamic coefficients. The simi-
larities of the aerodynamic coefficient time series inside the
lock-in range are in contrast to the results previously shown
in Fig. 7 for the static-airfoil case, where the differences were
noticeably larger.

To represent the relationship in time between the airfoil
dynamics and the lift force, a phase plane is shown in Fig. 16,
for both the DDES-3D and URANS-2D cases. The frequency
ratios chosen (corresponding to the lock-in range) and the
time series segment length shown (7< t < 10 s) are the same
as those of Fig. 15. The left panel contains the phase plane
of the non-dimensional displacement and the lift coefficient,
where the time series are shown as lines evolving anticlock-
wise. Note that the lift force is defined as positive when
pointing in the negative x direction. The right panel contains
the phase plane of the lift coefficient and the non-dimensional
airfoil velocity ũx = dx̃/dt̃ , where the time series are also
shown as lines evolving anticlockwise. The aerodynamic
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Figure 15. Time series segment of the (a) airfoil non-dimensional
displacement, (b) lift coefficient and (c) drag coefficient, for the
two modelling approaches, at a similar ratio between the Strouhal-
defined vortex-shedding frequency and the structural natural fre-
quency inside the lock-in range.

power added from the flow to the airfoil motion can be de-
fined as the product of the airfoil velocity times the aerody-
namic force projected in the direction of motion (Skrzypiński
et al., 2014). With the axis system used in the present work,
energy is added to the airfoil when the lift coefficient has
the opposite sign as the airfoil velocity. In the right panel
of Fig. 16, the quadrants with the circled + sign correspond
to time series segments where the fluid is adding energy to
the airfoil motion and those with the circled − sign are time
segments where the airfoil is losing energy. The shape of
the phase plane can provide information about the phase dif-
ference between the two variables represented. In this case,
the deviation from the purely elliptical shape means that the
phase is changing within the duration of each oscillation pe-
riod. This deviation is due to the not perfectly sinusoidal na-
ture of the lift coefficient, which is often better modelled
as a van der Pol type oscillator (Hartlen and Currie, 1970;
Skop and Balasubramanian, 1997), resulting in the afore-
mentioned time-dependent phase difference between lift and
displacement or velocity. In both panels of Fig. 16, an ex-
cellent agreement is observed between the URANS-2D and
DDES-3D cases at the magnitudes of the lift coefficient, non-
dimensional displacement and non-dimensional velocity, as
well as their relative phases.

3.5 Flow field analyses

As suggested in Sect. 3.3.2, it is expected that the amplitude
of the loads over the airfoil is related to the coherence of
the vortical structures. For instance, the vortex shedding pre-
dicted with the DDES-3D approach should be more coherent
inside the lock-in range, when the airfoil vibrates with large
amplitudes, than outside the lock-in range or for the static

case (Lian et al., 2023a), at least during the initial build-up
of vibration amplitude. This might explain why the 2D and
3D predictions of the airfoil displacement and aerodynamic
coefficients match closely in the lock-in region.

To qualitatively observe the coherence in the shedding of
vortices for the DDES-3D case, flow visualizations of three
cases with different expected levels of coherence are shown
in Fig. 17. The three cases shown correspond to DDES-3D
simulations of, from top to bottom, the static simulation at
time instant t̃ = 300; the static simulation at time instant t̃ =
500; and a free-to-move simulation, with fSt,D/fs = 1.08, at
time instant t̃ = 300. In panel (a) of Fig. 17, snapshots of
the pressure coefficient field cp are presented in a slice of the
flow field at the midspan plane of the 3D airfoil. The pressure
coefficient is defined as cp = 2(p−p∞)/

(
ρ∞U

2
∞

)
, where

p is the pressure field and p∞ is the pressure at the inlet. In
panel (b) of Fig. 17, snapshots of theQ-criterion isosurfaces,
for a value of the non-dimensional second invariant of the
velocity gradient tensor Q̃=Qc2/U2

∞ = 1, superimposed to
snapshots of the spanwise velocity field, also in the midspan
slice, are shown. Time instant t̃ = 300 of the static simulation
can be considered to belong to the L regime, due to the irreg-
ular lift coefficient behaviour and the high Strouhal number
around this instant observed in Fig. 8. On the other hand,
time instant t̃ = 500 is seen to belong to theH regime, where
the lift coefficient exhibits high amplitude and regular oscil-
lations, while the associated Strouhal number remains low.
Lower coherence is expected in the L regime than in the H
regime. The free-to-move simulation is well within the lock-
in range, and the airfoil is undergoing large and growing vi-
brations at the selected time instant, so the coherence should
be even higher.

The presence of vortices can be recognized in the pressure
field, as these vortices correspond to low-pressure areas. It
is observed in panel (a) of Fig. 17 that the intensity of the
shed vortices, as indicated by the values of the pressure coef-
ficient, is lowest for the static L regime case and highest for
the free-to-move case. It can also be observed that for the L
regime case, one of the vortices shed from the trailing edge
seems to be missing or has a very low intensity.

Regarding the Q-criterion isosurfaces in panel (b) of
Fig. 17, it is noticeable that for the free-to-move case the vor-
tical structures are more spatially coherent, and the least co-
herent structures correspond to the L regime case. In all three
cases there are clear streamwise vortical structures (ribs),
which induce spanwise velocities in the wake in the order of
10 % of the inflow velocity as shown by the non-dimensional
spanwise velocity field presented.

The vortical structures of the static cases agree well quali-
tatively with the static case presented by Lian et al. (2023a),
although in said work there is no distinction between the L
and H regimes. The lock-in case also agrees well with that
presented by Lian et al. (2023a) for a low-damping case well
inside the lock-in range. The results presented in this sec-
tion agree well with the interpretation previously given in
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Figure 16. Phase plane of (a) non-dimensional displacement and (b) non-dimensional velocity versus lift coefficient for simulation time
between t = 7 and t = 10 s, for the two modelling approaches, at a similar ratio between the Strouhal-defined vortex-shedding frequency
and the structural natural frequency inside the lock-in range. The quadrants with the + sign correspond to segments of the time series where
the lift coefficient is adding energy to the motion, and the quadrants with the − sign correspond to those where energy is extracted from the
motion.

Figure 17. (a) Instantaneous pressure coefficient field cp = 2(p−p∞)/
(
ρ∞U

2
∞

)
at a midspan slice and (b) instantaneous Q-criterion

isosurfaces, for Q̃=Qc2/U2
∞ = 1, coloured by the non-dimensional spanwise velocity field Ũz = Uz/U∞ and superimposed to the instan-

taneous non-dimensional spanwise velocity field at a midspan slice. The Ũz colour range is limited to ±0.2 for improved visualization. For
three different cases, the top shows a time instant in the L regime of the static simulation, the middle shows a time instant in the H regime
of the static simulation and the bottom shows the free-to-move simulation with frequency ratio fSt,D/fs = 1.08. All cases correspond to
DDES-3D simulations at Re= 2× 106.

Sect. 3.3.2, showing that the L regime is characterized by
lower coherence of its vortical structures, as well as less in-
tense and irregular vortex shedding, compared with the H
regime. Moreover, it is shown that large and growing edge-
wise motions further increase this coherence and the vortex-
shedding intensity.

An additional comparison is made in Fig. 18 between near-
wake non-dimensional velocity flow fields of the URANS-
2D and DDES-3D static-airfoil simulations. Two sets of
snapshots are shown for the DDES-3D case, corresponding

to the same time instants as in Fig. 17, which are here as-
sociated with the L regime (bottom panels) and H regime
(middle panels). As expected, the DDES-3D results show re-
solved vortical structures smaller than those of URANS-2D.
But it is observed that the URANS-2D flow field is quite
similar on average to the DDES-3D H regime for all three
presented velocity components. On the other hand, in the
DDES-3D L regime the flow field is notably different, hav-
ing less clear large-scale structures. This is especially dis-
cernible in the velocity magnitude in panel (a) of Fig. 18.

Wind Energ. Sci., 10, 17–39, 2025 https://doi.org/10.5194/wes-10-17-2025



R. Fernandez-Aldama et al.: Vortex-shedding regimes and lock-in response of an airfoil using high-fidelity simulations 35

Figure 18. (a) Instantaneous non-dimensional velocity magnitude |Ũ |, (b) instantaneous non-dimensional lateral velocity Ũx and (c) instan-
taneous non-dimensional longitudinal velocity Ũy . For three different cases, the top shows a time instant in the URANS-2D static simulation,
the middle shows a time instant in the DDES-3D H regime of the static simulation and the bottom shows a time instant in the DDES-3D L

regime of the static simulation. The DDES-3D results correspond to the midspan slice.

These results are in agreement with the time series presented
in Fig. 8, where both lift and drag coefficients were seen to
match closely between the two modelling options during the
high-drag time intervals.

4 Conclusions

In this work, the vortex-induced vibration response of an air-
foil designed for wind turbines is obtained using high-fidelity
FSI simulations. Two configurations, with different levels of
fidelity and computational cost, are simulated and compared,
namely a 2D airfoil with the URANS turbulence-modelling
approach (URANS-2D) and a 3D airfoil with an aspect ratio
of 1 and the DDES turbulence-modelling approach (DDES-
3D).

To characterize the Strouhal number of the flow, simu-
lations of the static airfoil are performed, and it is shown
that for the DDES-3D configuration only is there an in-
termittent switching of the flow regime, which produces
a time-varying Strouhal number without a clear dominant
value. The Strouhal numbers predicted with the DDES-3D
approach are in the range [0.11, 0.16]. It is observed that
long simulations are required to characterize the switching
of flow regimes, and it is noted that short simulations may
produce the misconception that there is a single dominant
vortex-shedding frequency. Further exploration of the mech-
anism responsible for this intermittent switching of the flow

regimes could be performed in the future, for example by
means of multivariate–multidimensional empirical mode de-
composition, as performed by de Souza et al. (2024) for air-
foil dynamic stall conditions and for transitional Reynolds
number conditions.

To compare the VIV simulation results between both ap-
proaches, the results are typically plotted in terms of the ra-
tio between the Strouhal-defined frequency and the structural
natural frequency, where the Strouhal number employed is
observed from a static case. For the DDES-3D approach,
as there is not a single Strouhal number in the static case,
the Strouhal number is chosen such that the lock-in range
compares well between the two approaches. This DDES-3D
Strouhal number of 0.132 is seen to correspond to one of
the dominant frequencies in the static case. This criterion to
choose the Strouhal number is supported by the well-known
fact that the coherence of the wake flow is increased as the
body undergoes large and growing vibrations, thus implying
that the simulated VIV response of the 3D airfoil under such
conditions could be similar to that of the 2D simulations.
The DDES-3D Strouhal number of 0.132 is 5 % higher than
the URANS-2D Strouhal number of 0.126 obtained from the
static simulation. It is also 14 % lower than the previously re-
ported Strouhal number of 0.153 for similar setups of the 3D
airfoil.

Comparing the VIV response between different ap-
proaches using the non-dimensional displacement growth
rate is a robust metric and only requires short-time simu-
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lations. This metric is employed to define the extent of the
lock-in range. A very good level of agreement is found be-
tween the two presented approaches for the growth rate and
lock-in range. Furthermore, the lift coefficient standard devi-
ation and the mean drag coefficient predicted during the VIV
initial growth period are also found to be in good agreement
between approaches but only inside the lock-in range. To the
best of the authors’ knowledge, this level of agreement be-
tween URANS-2D and DDES-3D predictions of the airfoil
VIV response has not been reported before, either in terms
of lock-in range extent, vibration growth rate or aerodynamic
forces.

It is thus concluded that relatively cheap URANS-2D sim-
ulations may be as good for obtaining the VIV initial re-
sponse of an airfoil as DDES-3D simulations of an airfoil
with an aspect ratio of 1. Caution is advised regarding the
influence of the lateral boundary conditions for such a short-
span geometry as that of the DDES-3D setup, although pre-
liminary simulations, not shown here, for the same airfoil
with an aspect ratio of 21 have revealed equivalent results.
Due to their computational cost, the computed DDES-3D
time series have not been run for long enough for the max-
imum displacement amplitudes to be reached, and therefore
it has not been established whether they would compare well
to those from the URANS-2D approach.

Using the information from the VIV initial response ob-
tained with relatively cheap URANS-2D simulations, even
cheaper engineering models could be developed. URANS-
2D simulations may allow for a correct VIV characterization
under different conditions, such as different Reynolds num-
bers, mass ratios, structural damping values, airfoil shapes,
angles of attack, initial displacement values, and concurrent
forces or displacements. Nonetheless, higher-fidelity simula-
tions may still be needed for the correct characterization of
3D phenomena, associated with the spanwise geometry, such
as the full-blade mode shape, twist and chord taper, and as-
sociated with non-homogeneous inflow conditions, such as
shear, atmospheric boundary layer turbulence or flow incli-
nation.
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