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(a) Error histogram in 1PC model.
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(b) Error derivative histogram in 1PC model.

Figure 7. 1PC Histograms of the (a) error, and (b) error derivative generated by comparing the model with the training data, and the maximum

error/error derivative as the selected threshold.

2.6 Error and error derivative thresholds selection for single/multiple PCs

The histogram of error metrics between the trained model and the training data for the 1PC and MPC models are shown in130

Fig. 7 for the 1PC model and in Fig. 8 for the MPC model. Inspired by the work of Dibaj et al. (Dibaj et al., 2024), the

thresholds were selected to be the highest values in the histogram for the training data error. However, in case of multiple

principal components being used. the weighted average of maximum errors (and error derivatives) of all principal components

was computed. The per-PC thresholds are weighted by the explained variance ratio of the corresponding principal component

shown in Fig. 6. These threshold values were used to assess the accuracy of the predictive model against measured data during135

testing/anomaly detection stage.

2.7 Performance metrics

The overall accuracy of the model(s) was measured by a single score that combines precision and recall in its calculation

(Miele et al., 2022; Wang et al., 2019). Precision, P , illustrates the proportion of anomalies detected that are true, while recall,

R, indicates which proportion of true anomalies are detected. They can be computed as:140

P =
T+

T+ +F+
, R=

T+

T+ +F− (2)
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