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Abstract. The estimation of the cost of energy of offshore wind farms has a high uncertainty, which is partly
due to the lacking accuracy of information on wind conditions and wake losses inside of the farm. Wake models
that aim to reduce the uncertainty by modeling the wake interaction of turbines for various wind conditions need
to be validated with measurement data before they can be considered as a reliable estimator. In this paper a
methodology that enables a direct comparison of modeled with measured flow data is evaluated. To create the
simulation data, a model chain including a mesoscale model, a large-eddy-simulation (LES) model and a wind
turbine model is used. Different setups are compared to assess the capability of the method to reproduce the
wind conditions at the hub height of current offshore wind turbines. The 2-day-long simulation of the ambient
wind conditions and the wake simulation generally show good agreements with data from a met mast and lidar
measurements, respectively. Wind fluctuations due to boundary layer turbulence and synoptic-scale motions are
resolved with a lower representation of mesoscale fluctuations. Advanced metrics to describe the wake shape and
development are derived from simulations and measurements but a quantitative comparison proves to be difficult
due to the scarcity and the low sampling rate of the available measurement data. Due to the implementation of
changing synoptic wind conditions in the LES, the methodology could also be beneficial for case studies of wind

farm performance or wind farm control.

1 Introduction

Offshore wind energy still remains an expensive alternative
to onshore wind energy, which has been established as one of
the cheapest options to generate electricity. One of the rea-
sons for the comparatively high costs of offshore wind en-
ergy is the scarcity of long-term atmospheric measurements
at existing or planned wind farms. The resource assessment
at these locations is difficult and prone to large errors (Walker
et al., 2016). In addition, missing measurements during oper-
ation prohibit the thorough analysis of turbine malfunctions
and unexpected underperformance.

Only a few offshore wind farms deploy permanent met
masts that allow for studying the influence of atmospheric
conditions on wind farm performance. The available mea-
surements indicate that due to the generally lower level of
turbulent kinetic energy offshore compared to onshore, the
wakes of the wind turbines are frequently more persistent,

which leads to higher wake losses at downwind turbines even
over larger distances. An even lower turbulence level caused
by stable atmospheric stratification leads to a further increase
in wake losses (Barthelmie and Jensen, 2010; Hansen et al.,
2012; Dorenkamper et al., 2014).

Several numerical models have been developed with the
purpose of calculating the optimal layout of offshore wind
farms under consideration of the wake losses. Simplified
engineering models allow a fast calculation of multiple
wind scenarios and an optimization of wind farm layouts
(Sanderse et al., 2011). These steady-state models, however,
have a low representation of the flow physics and rely largely
on the parametrization of turbulence and on a simplified in-
teraction of turbine and flow.

A high-fidelity solution for wind farm simulations are
large-eddy simulations (LESs). Coupled with wind turbine
models, LESs provide a detailed solution of the flow inside
of a wind farm with a high representation of the relevant
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physics. Due to the high computational costs, LESs of off-
shore wind farms have been restricted to simulations of ide-
alized atmospheric conditions or to case studies of specific
situations, e.g., Churchfield et al. (2012); Dorenk@mper et al.
(2015); Lu and Porté-Agel (2011). An issue of all wind farm
models is the need for validation with measured data to eval-
uate the capability of the model to reproduce the actual wind
conditions and performance of the wind farm under these
conditions (Moriarty et al., 2014).

In addition to performance measurements from the data
acquisition system of wind turbines, which are often kept
confidential, flow measurements using the light detection and
ranging methodology (lidar) have become a widespread tool
for scientific research. To optimize this technique for model
validation, the lidar measurement campaigns have to be de-
signed and postprocessed to allow for a meaningful compar-
ison with simulations. One aspect of the measurement de-
sign is the measurement of free flow conditions, which can
be used as meteorological boundary conditions for the simu-
lations.

Especially offshore the measurement or derivation of
boundary conditions to set up simulations is challenging. For
example, onshore LESs are often run with boundary condi-
tions derived from near-surface measurements (e.g., heat flux
measurements) and are compared to wind profiles derived
from lidar devices (Mirocha et al., 2015; Machefaux et al.,
2015) or met masts. This procedure is rarely possible at off-
shore sites because usually near-surface measurements and
wind speed profiles are not available. Furthermore, for many
models additional input is required, e.g., the height of the at-
mospheric boundary layer or a large-scale pressure gradient
to drive the flow. These properties have to be estimated or set
to default values.

In this paper we investigate a methodology to use profiles
and boundary conditions derived from a mesoscale simula-
tion for a continuous LES of an offshore wind turbine wake
over several hours. The purpose is to evaluate if this model
chain can be used to conduct wake simulations in a wind
field with the same turbulent properties and the same profile
shape as measured. Measurements from an offshore met mast
are used for the evaluation. The model chain is further evalu-
ated by a comparison of the flow distortion by a wind turbine
model with the wind field extracted from lidar measurements
(van Dooren et al., 2016) of a wake during the simulated time
period.

Recently, long-term LESs of multiple days up to 1 year
have been run with this approach to study the changes of me-
teorological conditions at a measurement site (Neggers et al.,
2012; Schalkwijk et al., 2015; Heinze et al., 2017). In the
context of wind energy, the approach had only been used in
Vollmer et al. (2015), in which the measurement and simula-
tion setup of this paper was briefly introduced. Here we ex-
tend the study in Vollmer et al. (2015) by analyzing a much
larger time interval of measurements and simulations, by a
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sensitivity study of the method and by a quantitative compar-
ison of wake characteristics.

2 Data and methodology

2.1 Measurement data

The case study that is analyzed in this paper is based on mea-
surements on 20 February 2014 at the German offshore wind
farm Alpha ventus. Two independent data sets were used for
comparison with the model results. The simulated ambient
wind conditions without turbines were compared to measure-
ments from the met mast FINO1 located at 54°01’ N, 6°35" E.
Time series from cup anemometers, wind vanes and temper-
ature probes at different heights as well as sea surface tem-
perature from a buoy were provided by the Bundesamt fiir
Seeschifffahrt und Hydrographie (BSH). These time series
provide mean values obtained from averaging over 10 min.
For the wind speed, 1 Hz measurements were made avail-
able by DEWI (UL International GmbH). The wind direc-
tions of the wind vanes at all heights were corrected using a
direction-dependent bias (DEWI, personal communication).
During the analyzed time period the flow measurement de-
vices did not operate in the mast shadow or in the wake of
a wind turbine and should thus provide accurate information
about the undisturbed marine atmospheric boundary layer.

The lidar measurements, which were used for compar-
ison with the simulated wakes, are part of a measure-
ment campaign that took place from August 2013 until
March 2014. During the analyzed day, two long-range li-
dar devices (Windcube WLS200S) executed single elevation
plan position indicator scans in the wake of turbine AV10
with one lidar positioned on FINO1 and the other one on the
converter station of the wind farm (Fig. 1).

The line of sight velocities of the lidars were combined
and averaged to get a 10 min mean horizontal vector wind
field at hub height (van Dooren et al., 2016). Measurements
were filtered at both ends of the range of the carrier-to-noise
level to remove low backscatter data as well as reflections
from objects. Time periods in which a yaw activity of more
than 3° was observed were removed from the database. Av-
eraging was done on volumes with a diameter of 20 m cen-
tered at hub height. Because both lidars scan over a relatively
small range of azimuth angles (Fig. 1), seven (WLS2) and
five (WLS3) sweeps over the scan area contribute to the cal-
culation of the mean velocities. The view of the lidar devices
to certain areas of the scan is blocked by other wind turbines;
thus, a varying total of 100-350 individual line-of-sight wind
speed values contribute to the average at each grid point of
the final wind field. Grid points with a lower number of val-
ues were removed. The coordinate system in which the flow
field is presented is oriented north by scanning the distance
to the turbines of the wind farm with known geographical
coordinate positions. More information on the calculation of
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the vector field from the line-of-sight velocities can be found
in van Dooren et al. (2016).

2.2 Model equations

Revision 1928 of the Parallelized Large-eddy Simulation
Model (PALM) (Maronga et al., 2015) was used for this
study with the same numerical schemes as in Vollmer et al.
(2016), using a Deardorff model for the sub-grid-scale (SGS)
fluxes. The extension of the model equations to include time-
dependent forcing is based on Heinze et al. (2017) with an
extension to include large-scale advection of momentum.
The modified equation of motion before applying any ap-
proximations is
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with term 1 representing the momentum advection, term 2
the Coriolis force with the Coriolis parameter f;, term 3 the
pressure gradient and term 4 the friction terms with the kine-
matic viscosity of momentum vy,. Terms 5-7 are the external
forcing terms. For the external forcing, a large-scale velocity
denoted by |Ls is defined. Term 5 defines a large-scale pres-
sure gradient by prescribing a horizontal geostrophic wind
speed ug. Term 6 prescribes a large-scale sink or source of
momentum and term 7 is a time relaxation of the momen-
tum towards a large-scale state (Neggers et al., 2012; Heinze
etal., 2017).

The momentum relaxation has no physical justification but
is used to prevent a drift of the model from the large-scale
state. The term depends on the difference between the hor-
izontal average < u; > of each velocity component and the
large-scale velocity component u;, ¢, scaled by a relaxation
time constant of 7. All large-scale properties are horizontally
homogeneous to preserve the turbulent structures.

The equation for scalars s € (®,q) is

ds ds N 92s +8s| (s) —sLs 4 s @
—=—uj— +v— - >
ot Tox; " Taa? o :

with terms 1, 4, 6 and 7 equivalent to the corresponding
terms in Eq. (1), with vg being the molecular diffusivity of
the scalar. Term 8 is the surface flux of either the specific
humidity g or the potential temperature ®.
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Figure 1. Layout of Alpha ventus and position of the two lidars that
were used for the construction of the wind field. Circular segments
denote the scan areas of the lidars. The green box denotes the region
of the vector wind field reconstruction.

Time dependency of the external forcing is achieved by
prescribing profiles of the time-variant geostrophic wind,
source terms of horizontal momentum and scalar properties,
and of the large-scale state of the relaxation term. The surface
fluxes are calculated by making use of the Monin—Obukhov
similarity theory, with the values of the surface pressure, tem-
perature and humidity also prescribed by the time-dependent
large-scale state.

3 Simulation of free stream flow

In this section we analyze the simulation of the ambient con-
ditions with the large-scale forcing derived from the output
of a mesoscale simulation. Different parameters are modi-
fied to analyze their influence on the results. In Sect. 3.1
we look at the meteorological conditions that were present
on the day of the measurements. In Sect. 3.2 we compare
profiles from the mesoscale model with the FINO1 measure-
ments and in Sect. 3.3 we compare the LES model output
of different setups with the mesoscale model and the FINO1
measurements.

3.1 Meteorological conditions

The lidar measurements were conducted on 20 Febru-
ary 2014. After filtering according to the criteria mentioned
in Sect. 2.1, 15 10 min time periods remained for further
analysis. The 15 time periods can be sorted into three pe-
riods, with three measurements starting at 01:00 UTC (night
period), nine around 06:00 UTC (morning period) and an-
other three starting at 21:40 UTC (evening period) (Fig. 2).
The wind direction at FINOI1 is southwest during the night
and south during the rest of the day, with an increase in the
wind speed at hub height of the Alpha ventus wind turbines
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Figure 2. Meteorological conditions on 20 February 2014, as mea-
sured at FINOLI. (a, b) Wind speed and wind direction at different
heights. (¢) Temperature as measured at height and the sea surface.
The periods of the selected lidar measurements are shaded in blue.

(90m) from about 8 ms~! to about 16 ms~!. The day is a
rather warm winter day, with the measured temperature at
35 m ranging from 5.5 to 8 °C. Compared to onshore, the di-
urnal cycle of surface temperature is very small at offshore
locations because of the large heat capacity of the ocean sur-
face. The observed drop of air temperature during the morn-
ing hours is thus most likely related to the advection of colder
air from the land. The German coast is approximately 45 km
to the south of Alpha ventus. The advected cold air leads to
thermally slightly unstable conditions between about 02:00
and 09:00 am. During the rest of the day the stratification is
slightly stable.

3.2 Input data from COSMO-DE

The profiles for the large-scale tendencies are calcu-
lated from the operational analysis of the COSMO-DE
model (Baldauf et al., 2009) of the German Weather Ser-
vice (DWD). COSMO-DE has a horizontal resolution of
2.8 x 2.8 km and 50 vertical levels in total, with 20 vertical
levels in the lower 3000 m of the atmospheric boundary layer.
The DWD delivers hourly model data.

Following Heinze et al. (2017) three-dimensional and sur-
face data are averaged over a horizontal averaging domain
of multiple grid points. The nearest grid cell to the FINO1
coordinates is chosen as the center of the averaging domain.
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Figure 3. COSMO-DE wind speed and direction on 20 Febru-
ary 2014 at 07:00 UTC on the model level of 73.5m. The black
square marks the averaging domain surrounding FINO1 and the
blue squares mark the neighboring domains that are used for the
calculation of the gradients.

Because of the necessary spin-up time of the LES for the de-
velopment of turbulence, 24 h of simulation time (19 Febru-
ary, whole day) was added. The profile of the geostrophic
wind is calculated using the pressure gradient between neigh-
boring averaging domains (Fig. 3). The component of the
geostrophic wind along the west—east axis is defined by

uI,J| L gf PI,J+]_
g LS = pI,J 2dX,

P],Jfl

, 3)

with P!>/ and p’/ the domain-averaged quantities of den-
sity and pressure in domain (/, J), f the Coriolis parameter,
and dX; the length of the averaging domain. The north—south
wind component uézj is defined accordingly. The source
terms 3“’ LS, 57 99 - ILs and |LS result from the advection into
the averaglng domaln The source term of the potential tem-
perature ® for example is defined by

00

§|LS _ U1 (®I+1,J —e-1)

+ U21,J (@1,J+1 _ ®1,1—1) ] (4)

We analyzed the influence of the size of the averaging do-
main on the profiles required by the LES model by compar-
ing three different quadratic domain sizes with grid lengths
of 1/8, 1/2 and 2°. Figure 4 compares the measured 70 m
wind speed and direction from FINO1 with the horizontal
and the geostrophic wind speed and direction from the dif-
ferent averaging domains.

The comparison of the different averaging domains
(Fig. 4) shows that the smaller domains contain more fluc-
tuation, but not necessarily at the same time as the measure-
ments. In addition, the geostrophic wind that is calculated
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Figure 4. Time series for 19 and 20 February 2014 of (a)
wind speed at 70m. (b) Wind direction at 70 m. FINO1 1h run-
ning average (black). COSMO-DE averaging domain sizes of
(1/8)%° (COSMO-S), (1/2)* degrees (COSMO-M) and 22 degrees
(COSMO-L). Dotted lines represent the calculated geostrophic
wind speed and direction at the same height.

from the pressure gradients in the model becomes noisier
with decreasing averaging domain size (Fig. 4). Because the
geostrophic wind is directly used in the equations of motion,
we chose to use the middle-sized domain. It generally con-
tains less noise than the small domain, and in contrast to the
large domain, it covers just grid points over the sea, thus rep-
resenting a horizontally rather homogeneous area.

Figure 5 shows Hovmoller diagrams of most of the large-
scale forcing data we used for the LES model. As assumed
from the measurements, an advection of colder temperature
during the morning hours of the second day is visible in the
mesoscale simulation (Fig. 5f). The change of wind direction
with height is mostly related to the Ekman turning, which
can be seen in the differences between the geostrophic and
the effective wind direction (Fig. 5b and e, respectively).

3.3 Comparison with met mast data

To transfer the input profiles from the COSMO-DE time
steps and height levels to the LES model, they were linearly
interpolated on the vertical LES grid and on the time steps
of the simulation. The LESs were initialized with the set of
large-scale profiles on 19 February at 00:00 UTC and nudg-
ing was applied only after 6h to enable a free development
of turbulence in the first simulation hours.

All  simulations had a  domain size  of
3200m x 3200m x 1700m and were run with cyclic
boundary conditions. The roughness length of momentum
was taken from the COSMO-DE model (zo = 1.23- 104 m);

www.wind-energ-sci.net/2/603/2017/

607

the roughness lengths of temperature and humidity were
zg) 4=0.1z.

Five different simulations with a rather coarse grid were
run with different configurations (Table 1). One of the se-
tups was then run with a finer resolution as basis for the tur-
bine simulations. The chosen setup is regarded as the refer-
ence simulation Prr and the simulation with higher spatial
resolution is called Py;. Two alternative relaxation time con-
stants were set in Py, and P;, and advection of either mo-
mentum or potential temperature was switched off in Pj,, —¢
and Pj,e 0.

For evaluation we selected the 10 min mean wind speed
and direction at 70m, as they are close to the hub height
and also available from the COSMO-DE model. For better
comparison the raw 10 min values from the anemometers and
wind vanes were smoothed by means of a 1 h running mean.
The RMSE between each simulation time series and the ref-
erences is compared in Table 1.

The evaluation shows that switching off momentum ad-
vection appears to have the largest influence on the wind
speed and wind direction deviation from the input data. Fig-
ure 6a reveals that the impact of momentum advection is
largest between 12:00 and 18:00 UTC of the second day, af-
ter the increase of the mean wind speed during the morning
hours. In this period the mean wind speed remains too high
when momentum advection is turned off. As illustrated in
Neggers et al. (2012), the flow in the LES contains inertia,
which delays the reaction to changing boundary conditions.
The nudging term is one option to dampen the inertial fluctu-
ations. Here we find that momentum advection is a comple-
mentary option. The advection of potential temperature does
not have a large effect on the time series of the wind speed at
70 m. However, Fig. 6b shows the importance of the temper-
ature advection for the thermal stability as the sign change
of the temperature gradient can indeed be closely related to
advection.

The more highly resolved simulation run, which was used
as the basis for the turbine simulations, was computed with
a relaxation time constant of T =4 h, even though the result
with a smaller relaxation time provides a slightly lower de-
viation from the measurements at hub height. We chose the
larger relaxation constant to reduce the influence of the un-
physical domain-wide relaxation on the wake simulations.
Heinze et al. (2017) and Schalkwijk et al. (2015) found that
the overall boundary layer properties are quite independent
from the relaxation constant, if the constant is in the magni-
tude of hours.

The time series of the domain-averaged results of Py; are
compared to the measurements and the large-scale forcing
data in Fig. 7. The 10 min turbulence intensity (TI) and the
standard deviation of the wind direction are calculated and
averaged over multiple virtual met masts evenly distributed
over the model domain. The power-law coefficient is calcu-
lated for the FINO1 measurements and the LES from a fit to
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Figure 5. Time development of the vertical input profiles for the LES run. (a) Wind speed, (b) wind direction, (c) potential temperature,
(d) geostrophic wind speed, (e) geostrophic wind direction, (f) advection of potential temperature, (g) advection of zonal wind speed, (h)
advection of meridional wind speed and (i) advection of humidity. Dashed horizontal lines represent the lower and upper rotor tip heights.

Table 1. Comparison of the different simulation setups and the RMSE of the difference between the time series of simulated wind direction
and wind speed of simulations Py and the time series of the COSMO-DE input (C), the FINO1 measurements (F1) and the reference

simulation (Pref).

Setup | RMSE

Sim T Ax,z WDC WDFI WDPref WSC WSFINOI WS Prof

(h]  [m] [°] [°] ] [ms™!] ms™']  [ms™1]
Pret 4 20/10 5.8 6.6 — 0.79 1.08 —
Pr, 1.5 20/10 4.0 5.1 2.5 0.73 0.99 0.16
P,2 48  20/10 7.5 8.3 2.8 0.70 1.10 0.36
Pyu=0 4 20/10 8.5 94 6.2 1.53 1.76 1.02
Pye=0 4 20/10 6.9 7.6 1.8 0.77 1.08 0.14
Py 4 5/5 5.7 6.5 1.4 0.46 091 0.42

the data between 33 and 90 m, and for COSMO-DE by using
the model levels at 35 and 73 m.

LES wind speed and wind direction follow the general
trend of the input and measurement data. The averaged mag-
nitude of the turbulent fluctuations on the 10 min scale is also
reproduced. The largest discrepancy between simulation and
measurements exists in the shear of the vertical wind profile
which is almost constantly lower in the LES.

The destabilization of the boundary layer is observable as
a decrease of the vertical shear of the LES and the mea-
surements (Fig. 7e) on the second day between 00:00 and
06:00 UTC. The event appears to occur earlier in reality
than in the simulations, which is likely related to the earlier
change of sign of the temperature gradient (Fig. 6). The re-

Wind Energ. Sci., 2, 603-614, 2017

stratification also starts later in the LES and the vertical shear
remains constantly lower during the rest of the day.

The comparison of modeled and measured time series
shows that the measurements contain additional fluctuations
that are not replicated by the model chain of mesoscale and
microscale models. Figure 8 compares the power spectra of
the two time series at hub height. The LES data show the
typically stronger drop in the highest frequencies related to
the cutoff by the implicit SGS filtering. At longer periods of
about 0.5 to 12 h, the gradient of the measured energy cas-
cade is maintained, while the simulation contains less energy
in this range. The model chain thus enables the replication
of the synoptic-scale motions and the boundary layer turbu-
lence but fails to reproduce the impact of mesoscale motions.
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The horizontal averaging of the mesoscale model output to
derive smooth boundary conditions might factor into the re-
sult. Vincent et al. (2013), however, show that even current
highly resolved mesoscale model output is not able to cap-
ture mesoscale fluctuations. As this paper only considers a
small time period, we refer to Schalkwijk et al. (2015) for a
more complete discussion of this topic.

4 Wind turbine wake simulations

4.1 Model setup

The wind turbine wake simulations are run with the same
domain and setup as the high-resolution simulation Py, just
with the added body forces from the wind turbine, placed in
the center of the domain. Due to the cyclic horizontal bound-
ary conditions, the wind turbine wake reenters the domain
through the southern boundary after having left it through
the northern boundary. However, as the wind direction in the
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Figure 9. Comparison of the simulated state of the boundary layer
with the measured state during the 15 10min time periods of
the lidar measurements. The night period is between 01:00 and
01:40 UTC, the morning period between 05:40 and 07:30 UTC, and
the evening period between 21:40 and 22:10 UTC.

simulations is never directly from the south, the turbine is
not subject to its own wake. The turbulence of the wake still
modifies the state of the atmospheric boundary layer after
some time. Thus, we simulated only intervals of 30 min with
the wind turbine, preceded by a 3 min precursor phase for the
development of the wake. Wind fields from P,; were used as
the initial fields of these simulations.

An enhanced actuator disc model with rotation (ADM-R)
is used to calculate the forces of the wind turbine on the
flow (Witha et al., 2014). The model divides the rotor sur-
face into annulus segments, and the local velocities at the
segments and tabulated lift and drag coefficients are used
to calculate lift and drag forces. The tower and nacelle of
the turbine are parameterized by constant drag coefficients.
The parameterized wind turbine AV10 is an Adwen AD 5-
116 with a rotor diameter (D) of 116 m and a rated power of
5 MW. The hub height of the turbine is at 90 m. Adaptation
to the current wind conditions is ensured by a baseline gen-
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erator torque and pitch controller as described in Jonkman
et al. (2009) and a simple yaw controller. Simulations of the
generator torque and pitch controller in idealized conditions
were performed to ensure that the reference thrust and power
curves are replicated. The yaw controller is implemented as
described in Storey et al. (2013), with a temporal averaging
window of the wind direction of 30s and a tolerated maxi-
mum misalignment of 5°.

4.2 Comparison with lidar measurements

Figure 9 compares parameters that indicate the state of the at-
mospheric boundary layer measured at FINO1 with the sim-
ulated state during the selected 15 10 min time periods of the
lidar measurements at Alpha ventus. As discussed earlier, the
biggest disagreement is found in the vertical shear, which
is constantly lower in the simulations. The TI is slightly
higher in the simulations. Changes of atmospheric stability
are small between the different times of measurements with
the night and evening periods in slightly stable conditions
and the morning period in neutral conditions according to the
classification in Pefia et al. (2010), with the Monin—Obukhov
length derived from the model fluxes.

For the wind turbine the three periods represent different
operating conditions. With a rated wind speed of the turbine
of 12.5ms™!, the wind speed range lies below rated wind
speed during the night period. Below rated wind speed the
turbine’s power and thrust coefficient are nearly constant.
During the evening period the wind speed is clearly above
rated conditions; thus, the rotor speed is controlled by col-
lective pitch movement of the blades, and the thrust coeffi-
cient decreases with increasing wind speed. The morning pe-
riod represents conditions that are around rated wind speed at
which the thrust coefficient should be lower and pitch control
is occasionally applied.

Figure 10 shows 10 min averages of the normalized hub-
height wind speed during selected time intervals from sim-
ulation and measurements. For better comparison, the LES
results were averaged on cubes with a side length of 20m
centered at hub height, similar to the postprocessing of the
lidar data as explained in Sect. 2.1. The slight disagreement
of the inflow wind speed was approached by normalizing the
velocities of both flow fields. Lidar and LES wind speeds
are normalized with the 90 m wind speed measured in the
non-wake measurements or simulation data, respectively. To
further remove the disagreement caused by the difference in
wind direction, the flow fields were rotated in Fig. 10 (right-
most panels), so that the wake propagates along the y axis.

The 10 min averaging does not apparently filter all turbu-
lent structures of the measured wake field. This is most prob-
ably due to the much lower sampling rate of the lidar mea-
surements. Approximately 8000 single values contribute to
the average on the 20 m grid in the LES, considering a time
step of about 2 Hz and the original grid resolution of 5 m. In
contrast, the sample velocities contributing to the lidar aver-
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Figure 11. Fitted functions to the wake at 01:30 UTC. (a) Profiles
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wake width. LES (blue) and lidar (black).

age vary from 100 to 350 individual line-of-sight wind speed
values and are not evenly distributed in space and time.

The results show that the unrotated wakes (Fig. 10, third
column) match very well during the morning period where

www.wind-energ-sci.net/2/603/2017/

(a)
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Figure 12. (a) Wake deficit and (b) wake width development from
LES (blue) and lidar (grey).

the wind direction appears to be nearly identical. In this pe-
riod an asymmetry in the horizontal profile of the wake is
also clearly visible, a phenomena related to the interaction of
vertical wind shear with the rotation of the wake, as shown
for example in Vollmer et al. (2015). The amplitude of the
wake deficit appears to be best simulated in the evening pe-
riod when the turbine operates above rated power. The lower
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(blue) and regression through the origin (red).

thrust leads to a wake that shows no signs of double mini-
mums in the near wake as visible in the other measurements
and simulations.

In the following an attempt is made to make a quantitative
comparison between the measured and simulated wakes. To
derive statistics of the wakes, the profiles of all 15 time in-
tervals were fitted to a curve consisting of two Gaussian-like
functions:

2 2

Uy(x)=>b exp(—(x d_ c) ) —eb exp(—(xf_dc) ) 5)
Within this function, the central region of lower deficit in the
near wake is represented by the second exponential function,
with e, f € [0, 1]. The wake width (90th percentile) was de-
fined as Lger = V/2-1.64-d, as deficit U def the minimum value
of u,, was chosen. Figure 11 shows an example of the fits to
the data and Fig. 12 shows the fitted deficit and wake width
for all time periods. Minimums of the deficits can be iden-
tified in both data sets at a distance of between 1 and 2 D
downstream for the high-thrust situations and at a distance
of about 3 D for the low-thrust situations. In general the tra-
jectories from the measurements exhibit much more noise,
which makes a comparison especially of the wake widths dif-
ficult.

A direct comparison of the wake properties at selected
downstream distances is presented in Fig. 13. Regression
through the origin shows quite a good agreement between li-
dar and LES wake deficit, though the LES shows a tendency
to simulate a higher wake deficit during the morning period
and lower deficits otherwise. As no time series of thrust mea-
surements of the turbine were available, we can only specu-
late if the difference is related to a different thrust of the tur-
bine than in the constructors’ specification or if either model
or measurement data are inaccurate. The spread decreases by
normalizing the deficits and the slope of regression between
simulated and measured normalized deficits is 1.05. The sim-
ulated wakes are slightly wider on average, except when the
turbine is being operated in below-rated conditions (night pe-
riod), in which the measured wakes are both wider and have
a higher deficit.

Wind Energ. Sci., 2, 603-614, 2017

5 Discussion

As demonstrated in this paper, the forcing of LES with
mesoscale-model profiles allows for time-dependent LESs
that change according to the synoptic meteorological con-
ditions. Thus, a transient state of the atmospheric boundary
layer can be used for the analysis of wind farm model per-
formance. This allows, for example, for a direct validation
of wake simulations with measured data, which represents
a different approach from the classical statistically derived
validation data for wind farm models.

The comparison of the ambient flow created by the model
chain with met mast data indicates that the synoptic trend
of wind speed and direction is maintained and that the aver-
age properties of the simulated wind profile during the 2-day
period are close to the properties of the measured wind pro-
file. Time series and power spectra, however, reveal a gap of
energy contained in the mesoscale fluctuation range. These
fluctuations might be partly resolved with a much larger LES
domain, if they originate from thermal effects (Schalkwijk
et al., 2015). An inclusion of measurement data as a relax-
ation data set (Rodrigo et al., 2016) might also lead to a closer
tracking of the measurements but requires measurements at
higher heights than available in this case.

As this paper only looks at a very short time period, we
refrain from drawing general conclusions about the model
chain’s ability to replicate the evolving state of the atmo-
spheric boundary layer and refer to Schalkwijk et al. (2015)
and Heinze et al. (2017), who analyze longer time periods.
For wind energy purposes we think that the mesoscale model
remains the crucial part of the presented model chain to im-
prove the spectral and vertical representation of the wind
field. However, at least for the spectral part, current combi-
nations of models and reanalysis data do not appear to be
sufficient (Vincent et al., 2013).

The comparison of the wake simulations with the mea-
sured wakes represents one of the suggested applications of
the model chain. Instead of averaging over similar wind pro-
file states, a direct time series comparison is performed. The
visual comparison of simulated with measured wakes shows
a good match, indicating that wind direction and wake pro-
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file are well replicated. Derived wake statistics of the down-
stream development, however, reveal that the available mea-
surement data still require a more statistical treatment to be
able to draw a conclusion about the goodness of the wake
representation in the simulations.

Alternatives to the presented approach for LES of wind
turbines in the atmospheric boundary layer are idealized
quasi-stationary setups or nested LESs inside a mesoscale
model. Both of these approaches have advantages and disad-
vantages compared to the method in this paper. An idealized
setup enables the study of an identified quasi-stationary state
of the atmospheric boundary layer in detail, as in Vollmer
et al. (2016) and Mirocha et al. (2015), for example, or
the replication of an idealized transient state (Abkar et al.,
2016). For the simulation of observed transient states, how-
ever, information from a larger-scale model becomes neces-
sary. Boundary conditions of quasi-stationary states can also
be derived from a mesoscale model with the method pre-
sented in this paper, if no sufficient measurement information
is available.

The approach of a nested LES domain inside of a
mesoscale-model domain might enable the inclusion of fre-
quencies of the flow in the range of mesoscale fluctuations
or the advection of a different level of turbulence created
by upstream obstacles. However, it needs a large LES do-
main for the development of microscale turbulence (Mufoz-
Esparza et al., 2014) or a good solution to initialize the tur-
bulence at the inflow boundary. It also requires running a
mesoscale model in parallel, which is not necessary for the
offline coupling approach, which can be started from external
data sources by the use of the COSMO-DE data, as shown in
this paper.

6 Conclusions

In this paper we introduce and test a method to simulate
a wind turbine wake in the offshore atmospheric boundary
layer with LESs driven by forcing derived from a mesoscale
simulation. The methodology enables the simulation of a
transient state of the atmospheric boundary layer for the eval-
uation of wind farm performance or the validation of wake
simulations. The comparison with met mast data shows that
the model chain is able to reproduce the synoptic trends
and the boundary layer turbulence of the marine wind field
during the 2 days analyzed. Most of the mesoscale fluctu-
ations found in the measurements are not replicated, which
is most likely related to the deficiencies of the mesoscale
model. The wake simulations are compared to lidar measure-
ments downstream of an Alpha ventus turbine. In certain pe-
riods the modeled and measured wakes are very similar, as
especially the wind direction matches well. A direct com-
parison of measures to describe the downstream wake de-
velopment proves to be difficult with a high scatter of the
measured wakes. Thus, the limited data set of the lidar mea-
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surements and the still-prevailing turbulent structures in the
10 min averages of the data make it difficult to validate the
performance of the whole model chain. We think that the
methodology might be especially valuable for transient non-
neutral states of the atmospheric boundary layer, in which the
boundary conditions to set up LESs are difficult to derive. In
these cases, the method presented might not only be valuable
for the comparison of simulations with measurement data but
could also be applied to study wind turbine or wind farm con-
trol in changing wind conditions.
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information.
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