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Abstract. In contrast to fixed measuring devices, ship-based lidar systems provide highly reliable wind observa-
tions within extensive regions. Therefore, this kind of reference dataset provides a great potential for evaluating
the performance of mesoscale numerical models in resembling mesoscale flow phenomena such as low-level
jets — essential for an optimal development and operation of wind turbines. This paper presents a comparison
between numerical output data from two state-of-the-art numerical datasets (ERAS and NEWA) and the ship-
mounted lidar measurements from the NEWA Ferry Lidar Experiment. The comparison was performed along the
route covered by the vessel, as well as in specific locations within this route, to better understand the capabilities
and limitations of the numerical models to precisely resemble the occurrence and main properties of low-level
jets (LLJs) in different locations. The findings of this study show that the non-stationary nature of ship-based
lidar measurements allows evaluating the accuracy of the models when retrieving jets’ characteristics and oc-
currence under different temporal and spatial effects. Numerical models underestimate the occurrence of LLIJs,
and they struggle to accurately describe their main characteristics, with a particularly large underestimation of
the falloff. The found results are to be seen in relation to the characteristics of the observations, such as the data
availability, the time—position relation of the selected vessel’s route, or the profile height limitation, as well as
the features of the jets, with a particular relevance of core height and falloff. Additionally, the results illustrate
the temporal and spatial shift between the LLJ events detected by the measurements and the models and the
potential benefit of considering such deviations when studying LLJs’ climatology through numerical modes.

higher cost of grid connection compared to onshore, the chal-

The constantly growing demand for carbon-free energy has
fostered the increase in wind power generation systems. Al-
though 93 % of the worldwide installed wind capacity is on-
shore (International Renewable Energy Agency, 2022), the
higher and more stationary wind resources available in off-
shore regions have stimulated an increasing interest in devel-
oping new wind farms in these locations (Sempreviva et al.,
2008). Particularly in Europe, the cumulative installed wind
capacity is expected to grow from 28 GW at the end of 2021
to 79 GW by 2030 (WindEurope, 2022). Nevertheless, the

lenging logistics of these sorts of projects, and the lack of
high quality and accurate measurements at these sites hinder
a faster development of offshore wind power plants.

In situ observations are essential for the optimal design
of future wind farms, both for evaluating available wind re-
sources and for appropriately selecting wind turbines to with-
stand the harsh atmospheric and oceanographic conditions.
Wind lidar (light detection and ranging) instruments provide
an attractive alternative to traditional meteorological (met)
masts for providing on-site wind data and retrieving high-
quality measurements of the wind profile up to higher heights

Published by Copernicus Publications on behalf of the European Academy of Wind Energy e.V.




2434

than met masts (Kindler et al., 2007; Mann et al., 2010),
in addition to minimizing the constructional restrictions in
deeper waters. Lidar devices can be employed in various
configurations, such as their installation on wind turbine na-
celles to investigate the wind inflow conditions upstream tur-
bines (Held, 2019) or mounted on floating platforms such as
buoys or ships (Gottschall et al., 2017). While buoy-based li-
dars are a straightforward replacement to the traditional met
masts typically used by the wind industry, the implementa-
tion of ship-mounted lidars is more intricate due to the non-
stationary position of the ship and, thus, a too sparse data
coverage that complicates assessing the site-specific wind re-
sources. However, the installation of lidar devices on board
vessels offers attractive advantages compared to both met
masts and buoy-based lidars. On the one hand, its relatively
simple setup, accessible maintenance, and its installation on
already existing floating platforms reduce the restrictions,
costs, and complexity of offshore measurement campaigns.
On the other hand, ship-mounted campaigns cover extensive
regions, providing highly reliable wind data from diverse ar-
eas of interest, including harbors and near-shore locations
as well as deep water areas. Nonetheless, the availability
of highly reliable offshore wind observations is still scarce.
Consequently, the extensive temporal and spatial coverage
of mesoscale numerical models and their ability to resolve
the most significant features of the marine boundary layer
has stimulated the employment of numerical data to investi-
gate local wind resource conditions in offshore sites. How-
ever, the capabilities of numerical models to accurately de-
scribe mesoscale phenomena are limited by factors such as a
too coarse horizontal and vertical resolution or an incomplete
representation of the involved physical processes.

The Baltic Sea is a relatively small semi-enclosed sea with
a short average distance to shore. Therefore, the land—sea in-
teraction has a relevant influence on the wind characteristics
of the region, causing unusual mesoscale conditions (Hall-
gren et al., 2020) such as a significantly higher probability of
low-level jet (LLJ) events; see Fig. 1. LLJs are a mesoscale
flow phenomenon that can be defined as a relative maximum
in the wind speed profile in the lower part of the atmosphere,
typically situated between 100 and 500 m above the surface
(Baas et al., 2009) and being able to span a width of hundreds
of kilometers (Banta et al., 2002; Pichugina et al., 2004).
LLJs increase the wind shear and turbulence compared to
standard wind profiles (commonly described using a loga-
rithmic or power-law profile), affecting the performance and
loads of wind turbines (Gutierrez et al., 2016; Sathe et al.,
2013) and their wake recovery rates (Gutierrez et al., 2017).
For this reason, the assessment of the relevant wind condi-
tions in an offshore region such as the Baltic Sea requires a
comprehensive understanding of the site-specific properties
of LLJs.

Low-level jets have been intensively studied in previous
investigations focused on diverse regions worldwide, both in
onshore and offshore locations like the Baltic Sea (Hogstrom
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Figure 1. Low-level jet occurrence over the Baltic Sea based on
ERAS data from 2017 up to 500 m height.

and Smedman-Hogstrom, 1984; Smedman et al., 1996; Hall-
gren et al,, 2020; Svensson et al., 2019a, b), the North
Sea (Kalverla et al., 2019; Wagner et al., 2019; Schulz-
Stellenfleth et al., 2022), North America (Bonner, 1968;
Parish et al., 1988), or the Northern Hemisphere’s polar re-
gions (Tuononen et al., 2015). According to former studies,
there are two main mechanisms that explain the formation
of jets in the wind velocity profiles. One of these forcing
mechanisms is inertial oscillation (Blackadar, 1957; van de
Wiel et al., 2010). In the hours close to sunset, the develop-
ment of stable stratification leads to a turbulence reduction in
the lower part of the boundary layer, resulting in a frictional
decoupling between the different horizontal layers. Conse-
quently, the wind accelerates, triggering the development of
nocturnal jets. In addition, frictional decoupling may also ap-
pear when relatively warm air flows out over colder waters
(Smedman et al., 1993).

The second major forcing mechanism for the formation of
LLlJs is baroclinicity. It causes a reduction of the geostrophic
wind speed with height as a consequence of horizontal tem-
perature gradients, which combined with the slowing wind
in the near-surface layers due to friction can result in a
maximum on the wind speed profile at intermediate heights
(Baas, 2009). Baroclinicity can occur as a consequence of
several factors. For instance, a sloping topography can gen-
erate horizontal gradients of temperature over the daily cycle
(Holton, 1967; Stensrud, 1996). Besides, areas with differ-
ent surface characteristics, such as coastal sites, where there
are strong temperature gradients between sea and land, can
lead to baroclinicity and, ultimately, to the formation of the
so-called coastal LLJs (Baas et al., 2009; Svensson et al.,
2019b; Savijarvi et al., 2005). Apart from this, other stud-
ies have concluded that sea breezes (Fisher, 1960) and ice
edges (Tuononen et al., 2015) may also favor the formation
of LLlJs.
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The capability of ship-based lidar systems to provide
highly reliable wind data over extensive regions provides a
unique opportunity to evaluate the performance of mesoscale
numerical models when resembling certain mesoscale effects
such as LLJs within diverse regions and spatial constraints.
The work presented in this paper addresses this hypothesis
by employing the ship-based lidar measurements from the
NEWA Ferry Lidar Experiment (Gottschall et al., 2018) in
the southern Baltic Sea and two state-of-the-art and freely
available mesoscale numerical models, namely ERAS and
NEWA. For this, we define and implement a first-of-its-kind
comparison methodology according to the different tempo-
ral and spatial characteristics of the datasets and evaluate the
capabilities and limitations of the aforementioned reanaly-
ses for modeling the main properties of LLJs. Thanks to the
spatial extent of the employed measurement, and in contrast
to previous similar literature (e.g., Kalverla et al., 2019; Hall-
gren et al., 2020), the performance of the numerical models is
evaluated not in a single location but along the vessel’s entire
route and in specific locations along that route, allowing us to
assess the different spatial factors and constraints impacting
the accuracy of model simulations. Instead of aiming to de-
scribe in detail the characteristics of the ship-mounted lidar
observations or the physical models applied by the simula-
tions, this study focuses on evaluating how these particular
datasets can be used for the derivation of meaningful infor-
mation about the LLJ phenomena.

The paper is structured as follows: it starts with a detailed
description of the observations and reanalysis datasets used
in this study and the definition of the data processing se-
quence and methodology employed (Sect. 2). In particular, a
methodology of comparison of the several employed datasets
and an LLJ detection algorithm is introduced. Section 3 con-
tains the main results obtained in this investigation. First, an
evaluation of the comparison between the wind speed re-
trievals of the three used datasets is performed. Secondly,
LLJ properties along the ship course are analyzed, compar-
ing the obtained characteristics for each used dataset. After-
ward, we investigate the sensitivity of the models on the dif-
ferent LLJ features, and the influence of the models’ tempo-
ral and spatial shifts on their capabilities is assessed. Finally,
a particular LLJ event is presented and compared through the
three datasets. Section 4 discusses the implications of the re-
sults highlighted in the previous section. Section 5 completes
the contribution by summarizing our concluding remarks.

2 Materials and methods

In this section, a description of the lidar observations and
the used reanalysis datasets is presented. Additionally, the
methodology employed for comparing the different datasets
and the LLJ detection algorithm are defined in detail.
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2.1 Ship-based lidar observations

The observations used in this study were obtained during the
execution of the NEWA Ferry Lidar Experiment that took
place between February and June 2017 (Gottschall et al.,
2018). In this campaign, a wind lidar profiler was installed on
board a ferry boat to measure the winds along the ship track,
covering a region of several hundred kilometers in the south-
ern Baltic Sea from Kiel (Germany) to Klaipéda (Lithuania).
Each trip from one destination to the other took around 20 h,
and the ship spent about 4 h in the harbor after each journey
before returning. Figure 2a shows the hourly averaged ship
position during the execution of the campaign.

The lidar device used in this campaign was a vertical pro-
filing Doppler lidar from the manufacturer Vaisala (model
Leosphere WindCube WLS7), and it was configured to mea-
sure winds at 12 different height levels ranging from 65 m
to 275ma.s.l. (above sea level) (see Fig. 2b). This de-
vice has a sampling resolution of about 0.7s per line-of-
sight (LoS) measurement, obtaining wind values from radial-
velocity measurements at four azimuth positions, each sepa-
rated by 90° with a half-opening angle of 28° and followed
by a fifth vertical beam. Each LoS velocity is converted
to wind speed and direction using a Doppler beam swing-
ing (DBS) technique (Pefa et al., 2015), reconstructing the
three-dimensional wind vector after each new LoS measure-
ment.

Apart from the lidar device, the integrated measurement
system is composed of an Xsens MTi-G attitude and head-
ing reference sensor (AHRS) and a Trimble SPS261 satel-
lite compass used to record the high-resolution motion and
positioning information. Additionally, a weather station by
the manufacturer Vaisala was installed to collect atmospheric
data (air pressure, temperature, relative humidity, and precip-
itation). Further specifications about the ship-mounted lidar
system, its components, and pictures of its installation can
be found in Wolken-Mohlmann et al. (2014) and Gottschall
et al. (2018).

2.1.1 Lidar data motion compensation and quality check

An indispensable element of the ship-mounted lidar system
is the compensation of vessel motion effects on lidar ob-
servations. The ship velocity, tilting, and heading influence
the geometry of lidar beam projections contaminating the
radial-velocity measurements retrieved by the device. Con-
sequently, each single LoS velocity measurement requires
a correction in order to provide reliable wind data. This
correction can be either done by using a motion-stabilizing
platform to avoid lidar tilting (Achtert et al., 2015), by a
post-processing motion compensation algorithm (Zhai et al.,
2018), or by a combination of both.

During the execution of the NEWA Ferry Lidar Experi-
ment, no motion-stabilizing platform was used, requiring the
implementation of a motion correction algorithm. For this,
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Figure 2. (a) Hourly averaged ship position during the execution of the measurement campaign. The hour of the day for each position is
indicated by the color scale. (b) Retrieved heights for each dataset. For ERAS, the shown heights are the mean heights of the model levels.
The shadowed area represents the bottom and top limit heights of vertical profiles used for LLJ detection in this study.

vessel motion data combined with lidar measurements were
used, and a simplified motion correction algorithm (Wolken-
Mohlmann et al., 2014) was implemented. This algorithm
considers the translational ship velocity and orientation, ig-
noring vessel tilting due to its negligible influence on the re-
sults (Wolken-Mohlmann et al., 2014).

Additionally to the motion compensation post-processing,
a quality check of the lidar observations was implemented to
assure the reliability of the output data. In this study, observa-
tions with a carrier-to-noise ratio (CNR) lower than —23 dB
(threshold recommended by the manufacturer to maintain an
optimal compromise between the data availability and its ac-
curacy) were rejected from the final database. Then, we aver-
aged the lidar observations into hourly values using a block
average with a 1 h time window centered at each hour. This
way, each hourly value was calculated from the measure-
ments recorded half an hour before and after the correspond-
ing timestamp. For each measurement height, hourly val-
ues with availability below 80 % were rejected. Additionally,
wind profiles with a missing measurement at 100 m height
and with more than 70 % of the data missing in the whole
profile were excluded from the database. After this process,
the total lidar availability was 89.6 % and 83.3 % at 100 and
200 m height, respectively.

2.2 Numerical model datasets

Numerical mesoscale models are able to simulate wind con-
ditions within large-scale areas, being especially useful in
offshore environments with limited measurements available.
Because of this, evaluating these models against in situ ob-
servations is vital to assess their performance under different
conditions. From a wind energy application perspective, nu-
merical models must be able to characterize not only the av-
erage wind features, but also the variable conditions resulting
from mesoscale effects as well as wind shear and turbulence.
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Different from the observations, which can be assigned to
a single point, numerical models retrieve the average condi-
tions of each grid box covering the spatial domain, restricting
their capacity to retrieve extreme wind features. Additionally,
their horizontal resolution limits their ability to resolve the
rapid spatial wind variations in coastal areas.

The investigations presented in this study were accom-
plished employing two state-of-the-art numerical models,
i.e., ERAS (Hersbach et al., 2020) and NEWA (Hahmann
et al., 2020; Dorenkdmper et al., 2020). Both datasets are
open access and have a suitable temporal and spatial cov-
erage for their application in this study. Table 1 shows the
main characteristics of both numerical models, and a more
detailed description is included in the following lines.

2.21 ERA5

ERAS (ECMWF Reanalysis 5th generation) is the lat-
est reanalysis dataset produced by the European Centre
for Medium-Range Weather Forecast (ECMWF) (Hersbach
et al., 2020). It integrates modeled data with observations
in sites widespread across the world using a 10-member en-
semble 4D-Var data assimilation together with the ECMWF
Integrated Forecasting System (IFS Cycle 41r2). It offers
a large amount of atmospheric, land, and oceanic variables
covering the Earth from January 1950 to the present and
utilizes 137 pressure (model) levels which go from the sur-
face level to the top of the atmosphere, up to 80 km height.
These output variables are available in hourly resolution us-
ing a 0.25-0.25° latitude—longitude grid, or in other words,
with a horizontal resolution of around 30km (17 x 31km
in the Baltic Sea). The assimilation scheme used by ERAS
uses 12-hourly windows in which observations are used from
09:00 to 21:00 UTC (inclusive) and from 21:00 to 09:00 UTC
(inclusive) of the next day. It is known that the current ver-
sion of this reanalysis dataset has a mismatch in the wind
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Table 1. Mean characteristics of used numerical models.
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ERAS NEWA
Complete name ECMWEF Reanalysis 5th generation ~ New European Wind Atlas
Time coverage 1950—present 1989-2018
Spatial domain Global Europe
Horizontal resolution (Baltic Sea) 17 x 31km 3 x3km
Vertical resolution 137 levels up to 0.01 hPa 61 levels up to 50 hPa
Temporal resolution 1h 0.5h

Data assimilation 12h 4D-Var
Boundary conditions -
Model IFS Cycle 4112

ERAS (9, 6 and 3 km nested domains)
WREF v3.8.1 (modified)

speed between the end of one assimilation cycle and the be-
ginning of the following (ECMWF, 2021). However, since
this is an intrinsic issue of this dataset, no particular measure
or correction was taken in this regard.

For this paper, only the 21 lowest model levels (up to ap-
proximately 1km height) were used. For each level, u and
v wind components were employed to assess the horizontal
wind speed and direction.

222 NEWA

The New European Wind Atlas (NEWA) was generated to
provide a high-resolution dataset of wind resource param-
eters covering the whole of Europe and Turkey (Hahmann
et al., 2020). This wind atlas is based on 30 years of model
simulations employing a modified version of the open-access
Weather Research and Forecast (WRF) model version 3.8.1
(Dorenkamper et al., 2020) over a grid with a 3 x 3 km spatial
resolution. The NEWA database was collected by running the
WRF model simulations for 7d plus a 24 h spin-up period
and using ERAS as initial and boundary conditions (Hah-
mann et al., 2020). All simulations ran using three nested
domains with a 3, 9, and 27 km horizontal grid resolution for
the innermost, intermediate, and outer domain, respectively.
The whole region covered by NEWA was divided into 10 in-
dependent regions, and then all simulations were welded to-
gether along their borders. The WRF settings used for the
generation of NEWA comprise a modified Mellor—Yamada—
Nakanishi—Niino (MYNN) planetary boundary layer (PBL)
scheme, and the sea surface temperature was obtained from
OSTIA. For further details we refer the reader to Hahmann
et al. (2020).

Output parameters can be downloaded in 30 min time steps
between 1989 and 2018 at eight levels between 10 and 500 m
height.

2.3 Comparison of datasets

The different temporal, vertical and spatial resolution of the
datasets used in this study requires the definition of a com-
mon framework for comparison. For this, lidar observations
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were averaged to hourly values, as explained in Sect. 2.1.1.
Analogously, an overlapping block average was used to de-
termine NEWA hourly data, using the previous and subse-
quent 30 min recordings in addition to the value at the cor-
responding hour. Finally, ship position information was em-
ployed to calculate the mean hourly ship position of the ves-
sel.

After the time-averaging process, the adjacent grid point
for each hourly ship position was selected (for both numeri-
cal databases), assuring that every hourly lidar measurement
is compared against wind values retrieved by the models in
the nearest grid point. Consequently, the different spatial res-
olutions of the models’ grids are a limiting factor in their ca-
pacity to correctly feature the conditions at the site where the
observation was made. This fact can be observed in Fig. 3,
where the coarser horizontal resolution of ERAS leads to a
worse ability to resolve the geographical and coastal features,
as well as to higher distances with regards to the correspond-
ing vessel position.

Additionally, hourly data where the measured profile was
incomplete were not considered for the analysis. In order to
compare wind speed profiles and the presence of LLJs, wind
speed was interpolated for every 10 m height, starting from
the lowest lidar measurement height (i.e., 65 m) and limited
up to 300 m height (for both the measurements and the nu-
merical models). For this, a piecewise cubic Hermite inter-
polating polynomial (PCHIP) (Fritsch and Carlson, 1980;
Brodlie and Butt, 1991) was employed. This interpolation
methodology concentrates the curvature of the interpolated
line closer to the interpolating points, providing a continuous
description of the wind profile and preventing the common
swings that can be produced when using a spline interpola-
tion.

The height limitation in the vertical profiles up to 300 m
avoids the detection of jets located higher in the atmosphere.
However, preceding literature where higher observational
wind profiles were employed shows that the majority of the
LLJs are located at heights below 250 m height. Therefore,
the scarce occurrence of these events prevents them from sig-
nificantly influencing the calculated statistics. In Tuononen
et al. (2017), the distribution of LLJ’s core heights measured
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Figure 3. Land-sea mask for ERAS (a) and NEWA (b) grids. For each grid point (black dots), the ratio between land and water in the
corresponding grid box is shown. Hourly ship positions are included in a green to yellow color scale, indicating the distance between each

hourly vessel position and the nearest grid point.

with a Doppler lidar reaching up to several kilometers height
shows that the vast majority of jets measured in Ut6 (north-
ern Baltic Sea) are below 200 m. In Baas et al. (2009), from
the same distribution, it can be derived that LLIJs are usu-
ally located between 140 and 260 m height. And in Pichugina
et al. (2017), a ship-mounted lidar measuring profiles up to
around 2.5 km proved that most of the detected jets were lo-
cated at heights below 200 m. Moreover, it must be recalled
that this paper is focused on wind energy applications, and
thus, due to the current size of offshore wind turbines cur-
rently reaching tip heights up to around 220 m (International
Energy Agency, 2019), the employed extension of the wind
profile used in this study provides wind information about the
relevant environment in which present wind turbines operate.

2.4 LLJ detection algorithm

Although LLJs can be identified as wind speed maximums in
the lower part of the atmosphere, the criterion used to discern
whether a jet is considered as an LLJ or not is currently nei-
ther rigorously nor objectively defined. In most cases, the dif-
ference between the maximum wind speed and the minimum
above it (the so-called falloff) is used as the primary criterion
for determining if a maximum is considered an LLJ. In Bon-
ner (1968), several types of LLJ are established according to
both the core speed of the jet and the minimum falloff value
required above them. In Stull (1988); Andreas et al. (2000),
LLJs are defined as a maximum in the wind speed profile that
arises in the lowest 1500 m of the atmosphere and that is at
least 2ms~! faster than the wind speed values beneath and
above. In Baas et al. (2009), a maximum on the wind speed
profile within the lowest 500 m of the atmosphere is consid-
ered as an LLJ if the falloff is at least 2m s~! and 25 % faster
than the wind speed of the subsequent minimum above.

The selected criteria have a decisive influence on the
amount of LLJs detected. As can be observed in Table 2, in-
creasing the absolute (difference between the maximum and
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Table 2. Number of detected low-level jet events for different crite-
ria (wind profiles up to 300 m).

Criteria Lidar ERAS5 NEWA
Falloff larger than 1 m g1 139 52 81
Falloff larger than 1 m s~1and 20 % 65 28 43
Falloff larger than 2 m 5! 54 8 24
Falloff larger than 2 m s~ 1 and 20 % 44 7 18

minimum above in meters per second) and relative (differ-
ence between the maximum and minimum above in percent-
age) falloff threshold drastically decreases the total amount
of events, both in the reanalyses and the observations. There-
fore, the selection of the criteria must be made within a com-
promise between the availability of a sufficient number of
events to obtain meaningful information about the jets and
the labeling of too weak jets as LLJs. In this study, as in
Hallgren et al. (2020), an LLJ is defined as a maximum in
the wind speed profile that is more than 1 ms~! faster than
the minimum above. When no minimum is present above the
LLJ, the wind speed at the top height in the wind profile is
considered as the minimum value. If more than one jet is de-
tected in the same wind profile, the one with the strongest
falloff prevails. Additionally, as in Baas et al. (2009), local
minimums are neglected if the wind speed increases less than
1 ms~! before dropping again below the minimum studied.
An illustration of the criteria for LLJ detection is shown in
Fig. 4.

Previous studies (Svensson et al., 2018; Kalverla et al.,
2019) observed that reanalyses generally overestimate the el-
evation of the jets in the profile and that extending the height
of the scanned profiles up to 500 m considerably increases
the frequency of the jets. Nevertheless, and in order to en-
sure a fair comparison between the three different datasets,
wind profiles scanned to detect LLJs were restricted to start at
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Figure 4. Schematic view of LLJ detection criteria. Red dots indicate the minimum in the wind profile used for calculating the falloff. The
grey line in panel (a) represents a “standard” logarithmic wind profile. (a) A maximum on the wind profile is considered as an LLJ if it is
1 ms~! faster than the minimum above. (b) A minimum is neglected if the wind speed upwards increases less than 1 m s~ ! before decreasing
again. (c¢) If no minimum is detected, the wind speed at the top of the profile is considered as minimum.

the lowest measurement height (65 ma.s.l.) and up to 300 m
height for the three employed datasets.

3 Results

After introducing the employed methodology in the preced-
ing section, we now present the main results obtained in
this study. First, a comparison between the obtained wind
speeds, wind distributions, and vertical profiles of the differ-
ent datasets is presented to justify the comparison method-
ology employed. Next, an evaluation of the main LLJ prop-
erties along the ship course is performed and a comparison
between the values retrieved by the observations and the re-
analyses. Later, the sensitivity of the models on the different
LLJ properties is assessed. Afterward, the influence of the
models’ temporal and spatial shifts on their performance is
investigated, and, finally, wind speed profiles are evaluated
for both measurements and models during an LLJ event.

3.1 Wind speed comparison

Before analyzing the morphology of the jets, a comparison
between the wind speed retrievals of the three used datasets
is presented. Figure 5 shows the scatter plot and regression
lines of the hourly averaged values retrieved by the lidar and
the numerical models. As can be observed, the coefficient
of determination (R?) reaches values of 0.798 and 0.897 for
NEWA and ERAS, respectively. These amounts are in line
with the results found in Witha et al. (2019), where several
numerical models were compared against the measurements
from the NEWA Ferry Lidar Experiment and obtaining coef-
ficients of correlation (R) of 0.899 for NEWA and 0.946 for
ERAS. The small differences between the coefficients found
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Figure 5. Scatter plot of wind speeds measurements at 100 m from
lidar observations and numerical models. Linear regression lines are
included with corresponding colors, as well as the linear regression
equations and coefficients of determination. The dashed black line
represents the y = x line. N indicates the total number of data points
considered in the comparison.

in our paper and in Witha et al. (2019) are due to the different
filtering and data quality approaches implemented as well as
the measurement-model co-location procedures.

The data suggest that there is a fair agreement between
both reanalyses and the observations, although ERAS5 per-
forms slightly better than NEWA, as it was also found in
Witha et al. (2019). The better performance of ERAS can be
a consequence of its more frequent updates of the analysis
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Figure 6. (a) Wind speed kernel distribution at 100 m height. (b) Average wind speed profiles. The dashed lines represent the 95 % confidence

intervals.

fields, in contrast to the long-term forecasts used in an atlas-
like model such as NEWA. Additionally, and even though
models with a high resolution are capable of more realisti-
cally capturing the local features of the wind field, it is known
that models with a coarser resolution can achieve better stan-
dard verification metrics (Murphy, 1988; Warner, 2010).

Figure 6a shows the wind speed kernel distributions at
100 m height. Both numerical models satisfactorily capture
the wind speed distribution, although ERAS shows a consid-
erable overestimation of the frequency in the most common
wind speed range. Furthermore, both models underestimate
the frequency of higher wind events. Regarding the wind
speed profiles, shown in Fig. 6b, ERAS underestimates the
wind speed by a nearly constant amount of 0.3ms~! along
the entire vertical profile. In contrast, the NEWA profile is ap-
proximately unbiased at heights close to the surface, but the
disparity with the measurements progressively increases with
the height, reaching a bias of approximately 0.5ms~! at the
upper part of the profile. Therefore, on average, NEWA has
a smaller wind shear than ERAS and the observations, with
slightly higher wind speeds at the bottom of the wind profile
but lower speeds at the top. Apart from this, it can also be
observed that both models retrieve wind profiles with slower
wind velocities. This overall underestimation of the wind is
consistent with the results found in Hallgren et al. (2020);
Kalverla et al. (2020), where similar biases were found in
different locations of the Baltic and the North Sea.

Wind Energ. Sci., 7, 2433-2455, 2022

3.2 Low-level jet properties along the ship track

3.2.1 Daily cycle of low-level jets

Figure 7a presents the diurnal frequency cycle of LLJs for the
three datasets. Figure 7b shows the hourly average distance
to shore and fetch length (horizontal distance, in the direction
of the wind directions, over which the wind has blown with-
out obstruction) for each hour of the day. The vessel route
from Klaipéda to Kiel and vice versa takes around 20 h, and
after each journey, the ship is in the harbor for approximately
4 h (see Fig. 2a). Therefore, the ship location follows a cycle
of 24 h, meaning that its hourly position is approximately the
same every day. Consequently, the diurnal cycle in this fig-
ure represents the different occurrence of LLIJs over the day
while passing through the several regions covered by the ship
track.

The two numerical models considerably underestimate the
frequency of LLJs in the vast majority of hours. ERAS is the
model with the lowest occurrence of LLJs during the period
under study, with jet events in 3.6 % of the hours compared
to the 5.5 % and 9.4 % of NEWA and the measurements, re-
spectively. These results agree with the findings from previ-
ous studies (Hallgren et al., 2020; Kalverla et al., 2020). To a
large extent, this underestimation is caused by the parameter-
ization of turbulence in the models, which tend to overesti-
mate the turbulent mixing during stable conditions (Cheinet
et al., 2005; Sandu et al., 2013; Holtslag et al., 2013) typi-
cally appearing during spring in the Baltic Sea and thus to
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H. Rubio et al.: Evaluation of low-level jets in the southern Baltic Sea

(a)

30

20 -

10 -

Frequency [%]

2441

100 |-

50 -

Distance/Length [km]

0 \
0 3 6 9

I Fetch length
B Distance to shore

12 15 18 21

Hour of day (UTC)
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indicated in Fig. 8a.

disguise anomalies such as LLJs in the wind profiles. Addi-
tionally, previous studies (Kalverla et al., 2019) concluded
that numerical models typically locate LLIJs too high in the
atmosphere, which together with the profile limitation of
300 m used in this study (due to the lidar device height range)
results in falloffs above the jet core that are too weak to be
considered as LLJ.

Analogously to the results exposed in Svensson et al.
(2019a, b), most of the LLJs develop during the nighttime,
with a maximum frequency of around 30 % at 04:00 UTC
according to the lidar measurements. These LLIJs usually ap-
pear as a consequence of the development of stable stratifica-
tion conditions, the advection of warm air started during the
preceding day, or LLIJs transported from land that are gener-
ated as the results of nocturnal cooling over the land surface
(Svensson et al., 2019a). On the contrary, the period with the
lowest amount of LLJ occurs between 14:00 and 18:00 UTC,
concurring with the period when the vessel is in the harbor
and thus when onshore microscale phenomena characterize
the local wind conditions. Although jets can also form in the
locations near the harbor, their development occurs typically
at higher heights than in offshore sites (Nunalee and Basu,
2014) and, considering the maximum heights of 300 m of the
profile, may account for the absence of LLJ incidents in these
hours. Additionally, onshore LLJs usually develop during the
nighttime due to the reduction of the turbulence and the con-
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sequent development of stable stratification; nonetheless, the
vessel is usually far away from the ports during the night,
which contributes to explaining the absence of jet events dur-
ing the central part of the day. This onshore daily cycle (from
14:00 to 18:00 UTC) agrees with the one obtained through a
fixed onshore met mast in Baas et al. (2009), where a mini-
mum LLJ occurrence is observed during the daytime with a
progressive increase starting at approximately 17:00 UTC.

3.2.2 Jet properties at different fixed locations

Figure 8 includes the average values of the LLJ frequency,
core height, and core speed at four different locations along
the ship track using co-located values of models and obser-
vations in both time and space. These locations were selected
with the aim of evaluating the datasets in sites with pre-
dictably different LLJ characteristics (locations A and D can
be classified as onshore, whereas B and C can be classified
as offshore) and assuring the existence of a certain amount of
jets for the derivation of consistent statistics. The mean val-
ues in this figure were calculated using wind profiles up to
300 m for the three datasets, although values with profiles up
to 500 m have also been assessed in the reanalyses to evalu-
ate the effect of the profile upper limit in LLJ frequency and
properties.

Wind Energ. Sci., 7, 2433-2455, 2022
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Figure 8. (a) Map with the four locations (A-D) where LLJ properties were calculated. Average values of LLJ frequency (b), core height (c),
and core speed (d) at the four locations. The plain filled bars indicate the values obtained when a 300 m profile is considered. The semi-
transparent areas represent the increase when a profile of up to 500 m is used for the calculation (only for the numerical models).

As can be observed in Fig. 8b, there is an apparent dis-
parity in the occurrence of LLJs between the offshore and
onshore areas. While their frequency is below 3 % in sites A
and D for the three datasets, B and C show higher occur-
rences and exceeding 15 % frequencies according to lidar
measurements. As mentioned above, both numerical models
underestimate the frequency of jets when only 300 m pro-
files are considered, except for position D, where ERAS has
a slightly higher occurrence. When increasing the top limit
of the models’ profiles up to 500 m, the frequency rises sub-
stantially in all locations, with an exceptionally remarkable
increase in offshore positions. This increase can be explained
by three main reasons. First, it can be explained by the ten-
dency of numerical models to position the jets too high in
the atmosphere, as observed in Svensson et al. (2018) and
Kalverla et al. (2019), and thus the consideration of jets that
are not seen when only 300 m profiles are scanned. The sec-
ond potential explanation is the excessive flattening of the
wind profiles modeled by the reanalyses during stable condi-
tions (Cheinet et al., 2005; Sandu et al., 2013; Holtslag et al.,
2013), which leads to a too weak negative shear above the
jet core and the resulting requirement of a higher profile top
height to exceed the falloff threshold value. And, finally, it
can be explained by the inherent characteristic of the LLJ

Wind Energ. Sci., 7, 2433-2455, 2022

detection algorithm that hinders the detection of weak jets
located close to the upper limit of the profile top height.

In onshore areas, the extension in the wind profile height
has a considerably more pronounced effect in ERAS5 than in
NEWA, resulting in an increase in the events from 1.9 %
to 9.5% in position D, for instance. Nonetheless, consid-
ering the offshore sites, the impact of the profile extension
on the two numerical models differs depending on the lo-
cation examined. On the one hand, it causes both reanaly-
ses to have frequencies higher than the corresponding mea-
surements in B, with an overestimation in the occurrence of
140 % and 80 % for ERAS and NEWA, respectively. On the
other hand, at location C, the frequency of ERAS is slightly
increased compared to the 300 m profiles case, maintaining
a value still below the frequency of the observations. For
NEWA, the jet occurrence reaches a value of 21 %, which
is 5.2 percentage points beyond the lidar measurements.

All datasets agree on a mean core height smaller in the on-
shore areas than the offshore ones when looking at the pro-
files up to 300 m (except ERAS in C). However, both numer-
ical models underestimate the mean height in all locations,
with NEWA as the dataset with the lower jet height values
in most sites. Analogously to the jet frequency, increasing
model wind profiles up to 500 m results in a substantial in-
crement in the mean core height in all locations, although it
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is striking that, particularly for ERAS, this rise is higher in
the onshore locations than in the far-offshore ones.

The core speed is considerably lower onshore as a result of
the weaker mean wind speed and the lower mean core height
in these locations. Although both numerical models obey this
trend, they show different mean values compared to those
given by the observations. According to the measurements,
the more offshore, the higher the average core speed, with a
maximum value of 13.4ms~! at location C. However, nu-
merical models show their maximum values close to Born-
holm (location B), where again the influence of the island
may affect the performance of these datasets. The increase
in the wind profile results in a rise in the jet velocity pro-
portional to the variation in the core height, which confirms
the strong relationship between the core height and veloc-
ity. Both models show mean values of core speed lower than
those by the lidar even when considering 500 m and offshore
location, highlighting the systematic underestimation of the
wind speed by the models and their difficulties to retrieve
extreme cases with higher wind speeds.

One of the challenges of the ship-based lidar measure-
ments is that it is not trivial to separate how the various spa-
tial and temporal effects along the vessel route influence the
jets” occurrence and characteristics. In order to try to isolate
these effects, Fig. 9 presents the daily cycle of the LLJ char-
acteristics at the four aforementioned locations. For this, we
used data from the two numerical models at the correspond-
ing nearest grid point, considering the entire period of the
measurement campaign and profiles up to 300 m. The four
locations present different patterns in the daily cycle of jets,
with the possibility of discerning between two distinct trends.
On the one hand, onshore sites (Fig. 9a and j) show no LLJs
during the central hours of the day (from around 06:00 to
16:00 UTC) and maximum frequency values during the night
and the early morning. On the other hand, offshore locations
do not show a clearly defined daily cycle, although, on aver-
age, they have a considerably higher mean occurrence.

Colored areas in Fig. 9 indicate the periods when the
vessel is next to the respective location (within a distance
of 10km). On the one hand, the LLJ frequency trends ob-
served in these areas are also identified in the daily cy-
cle presented in Fig. 7a, illustrating the relevant impact of
each location’s spatial constraints in the LLJ frequency cy-
cle. On the other hand, the temporal influence is evaluated
when comparing the variability of each independent shad-
owed area with the corresponding period in Fig. 7a. From
14:00 to 19:00 UTC, when the ship is near the harbor, the
LLJ frequency is zero during the early afternoon and progres-
sively increases up to values of around 5 % from 16:00 UTC.
During the night, when the ship is traveling in the surround-
ings of Bornholm island, a maximum frequency peak is situ-
ated at 04:00 UTC in Fig. 9d, coinciding also with the maxi-
mum frequency in Fig. 7a, although in this last plot the max-
imum is less pronounced than the one in Fig. 9d. Regard-
ing location C, the overlapping period in which the ship is

https://doi.org/10.5194/wes-7-2433-2022

2443

close is divided into two regions: one in the morning be-
tween 09:00 and 10:00 UTC and the other in the late night
from 22:00 to 23:00 UTC. In the first period, the frequency
of LLJs is reduced compared to the one in the early morn-
ing but still more significant than the occurrence during the
afternoon. In the second one, the frequency is higher com-
pared to the afternoon and lower than in the early morning.
These tendencies are correctly reproduced by the daily cy-
cle presented in Fig. 7a, although it can be highlighted that
the frequency values shown there are lower than those in-
dicated in Fig. 9. The atmospheric features in offshore ar-
eas that lead to the generation of marine LLJs have a con-
siderably weaker daily cycle compared to those in onshore
locations (Liu and Liang, 2010), inducing a more constant
amount of jet events throughout the day in offshore territories
as observed in Fig. 9. However, daily frequencies in Fig. 7a
exhibit a drastic variability throughout the day, partly caused
by the various ship positions during the day and partly by
the temporal variance of wind conditions during the different
times of the day.

The core height and speed plots do not show a noticeable
daily cycle in the marine locations. However, there are pro-
nounced oscillations in the onshore sites which may be a con-
sequence of the smaller number of events detected during
the morning and evening. Differently to what is observed in
Fig. 8c, offshore locations present slightly lower mean core
heights compared to the onshore ones, as a consequence of
the notable increase in the mean core height in locations A
and D due to the fact that the ship is not close to the shore
when nocturnal jets are present. Regarding the core speed,
offshore sites present a rather constant core speed during the
entire day, and analogously to the mean values presented in
Fig. 8d, offshore sites have higher mean jet velocities, with
NEWA showing values above those from ERAS.

Additionally, the mean values of these characteristics for
the shadowed areas (considering only the hours where the
ship is in that location) are presented in Table 3. The oc-
currence values are lower than those shown in Fig. 8b for
both models and locations except in C. Thus, separating the
temporal effects on the diurnal cycle increases the models’
underestimation in these regions compared to the occurrence
obtained when considering the ship track. It is striking that
NEWA frequencies in onshore locations are lower than those
from ERAS, contrary to sites B and C, where NEWA shows
higher values. Comparing the results from this table with
those from Fig. 8c, ERAS shows a higher mean core height
than NEWA in most positions (A, B, and C). However, both
reanalyses show increased values in this table for all loca-
tions, except for the moderate decrease in location B. This
means that the mean values for the jet height presented in
this table are closer to the lidar measurements than those in
Fig. 8c. Regarding the jet velocities, ERAS shows very sim-
ilar values to those in Fig. 8d for locations A and B, but for
sites C and D the table shows higher values, showing that the
consideration of the ship track emphasizes the underestima-
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Figure 9. Frequency, core height, and core speed daily cycles at the selected four locations based on ERAS and NEWA. The shadowed areas
indicate the time intervals when the vessel is close (within 10 km distance) to the corresponding location. Dashed lines are the mean values.

Table 3. Mean values of main low-level jets characteristics according to ERAS and NEWA. Wind profiles up to 300 m and only data from
those hours where the ship is in this location (within 10 km distance) are used (corresponding to shadow areas in Fig. 9.)

Location A Location B Location C Location D
ERA5 NEWA ERA5 NEWA ERA5 NEWA ERA5 NEWA
Frequency [%] 0.8 0.2 10.5 12.4 7.9 114 04 0.3
Core height [m] 115.0 100.0 125.4 115.5 122.6 121.2 98.3 132.5
Core speed [m sfl] 4.2 5.3 7.6 8.2 7.1 9.9 2.5 4.6

tion of this variable. NEWA gives faster jet velocities in the
four locations compared to ERAS, and the table values are
higher than those in Fig. 8d.

3.2.3 Frequency bias

The numerical models’ ability to accurately describe the ma-
rine boundary layer features allows them to perform better
in offshore regions than for onshore or nearshore areas. For
this reason, a better characterization of LLJs in far-offshore
locations is expected. To evaluate how the ability of the mod-
els to detect jet events varies with respect to the distance to
shore, Fig. 10 presents the frequency bias (FBIAS) depend-
ing on the coastal distance, calculated as the ratio between
the number of LLJs predicted by the numerical models and
the observations:

Wind Energ. Sci., 7, 2433-2455, 2022

hi fal 1
FBIAS — its + false alarms

. . (1)

hits + misses
As can be observed, FBIAS shows values close to the per-
fect score value of 1 for distances below to 60 km. Never-
theless, when considering further distances a deterioration of
the FBIAS indicates that both reanalyses struggle with cap-
turing LLJ events that occur far away from the shore. This
fact can emerge from different factors, like the site-specific
properties of LLJs in the different regions, the time windows
when the ship is in the area of interest, and the limitation
of observations up to 300 m height. Additionally, it can be
noted that both models present FBIAS smaller than 1 for all
distances, showing again the systematical underestimation of
the number of events.
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Table 4. Number of hits, misses, and false alarms for each numeri-
cal model.
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Figure 10. Bin-averaged frequency bias (FBIAS) of low-level jets
for the two numerical models against distance to shore (20 km bins
width were used). The dash-dotted lines represent the average fre-
quency bias for the complete dataset. Black dashed line represent a
perfect score (FBIAS =1).

Apart from the FBIAS, the ratios between models and ob-
servations were assessed for the core height and speed. Fur-
thermore, the FBIAS was evaluated against the fetch length
and the forecast length. Nonetheless, no relevant correlation
was found in any of the aforementioned analyses.

3.3 Sensitivity of models performance on low-level jet
characteristics

In order to evaluate how low-level jet characteristics influ-
ence the capability of numerical models to capture these phe-
nomena, Fig. 11 is presented. In this figure, the boxplots of
the different LLJ features (i.e., core height, core speed, and
falloff) are included and classified according to whether an
LLJ is detected by both the numerical model and the obser-
vations (hit), whether it is identified by the observations but
not by the numerical model (miss), or whether it is present
in the reanalyses but not in the lidar dataset (false alarm).
The occurrence of each kind of these events is indicated in
Table 4.

The average core height is considerably well predicted by
the two models for those LLJs classified as hits, although
ERAS is capable of more accurately assessing this property.
However, as can be seen for both models, the mean core
height of the lidar observations is more prominent for those
events classified as misses than for the hits, meaning that
LLJs situated closer to the upper limit of the vertical pro-
file are frequently missed by the numerical models. As pre-
viously mentioned in this study, this can be a consequence
of the models’ tendency to place LLIJs too high in the atmo-
sphere (Svensson et al., 2018; Kalverla et al., 2019), leading
to falloff values above the core too weak to be considered
as LLJ or to directly disregarding wind maxima appearing in
upper heights of the models wind profiles. Additionally, there
is a clear underestimation of the core height by the models in
the jets classified as false alarms, suggesting that both mod-
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ERAS NEWA
hits  misses false hits  misses false
alarms alarms
Number of cases 28 111 24 38 101 43

els identify LLJs at the bottom part of the profile, although
they are not present in the measurements.

LLJs can develop within an extensive range of jet speeds,
with events identified from 2 to 20ms~! according to the
lidar observations. Analogously to the core height, both nu-
merical models correctly predict the average core speed of
events classified as hits, with differences of 14.0 % and 9.3 %
for ERAS and NEWA, respectively. This bias is a conse-
quence of the underestimation of this parameter, more evi-
dent in ERAS. It is also striking that in contrast to the ob-
servations, ERAS5 LLJs happen only up to a core speed of
around 12 ms~!, a fact that exemplifies the limitations of this
dataset for retrieving extreme wind conditions.

Contrary to the core height and velocities, none of the
two numerical models is capable of accurately predicting the
falloff values in those events classified as hits, underestimat-
ing the mean value by 1.9ms™! in the case of ERAS and
1.7ms~! for NEWA. The mean falloff for the hits is consid-
erably higher than the one corresponding to the misses, sug-
gesting that those jets with stronger falloffs are easier to iden-
tify by the numerical models rather than LLJs with falloff
values below 2.5ms™! in the case of ERAS and 2.1 ms~!
for NEWA. The lower falloff values for the misses can oc-
cur as a consequence of two main factors: firstly, it can be
due to the smearing out of the models’ wind profiles and,
therefore, a decrease in the possible jets’ strength that pro-
vokes the models to skip those events with weaker falloffs.
Secondly, the tendency of numerical models to locate LLJs
very high in the profile may result in weak jets with falloff
values below the considered threshold (see Sect. 2.4). Apart
from this, the high number of outliers in the misses events
suggest that although numerical models miss jets with lower
falloffs, they cannot retrieve LLJs during higher wind speed
conditions.

3.4 Time and spatial shift

When comparing numerical models and observations, their
different spatial resolution may result in distinct capabilities
to feature wind characteristics at the point where the obser-
vation is retrieved. It is possible that the closest model grid
point to the observation does not correctly resemble the wind
characteristics, for instance, in a coastal location, but another
surrounding grid point does it better. Additionally, the var-
ious temporal resolutions of the datasets may influence the
capabilities of the models to capture the temporal variations
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of th
such

e wind and the phase when a particular phenomenon,
as LLJs, occurs. In order to understand the influence

that these two considerations have on the models’ ability to

ident:

ify LLJ, their performance was evaluated in three par-

ticular cases, schematically represented in Fig. 12.

Case a (reference case). As explained in Sect. 2.3, for
each hourly position of the vessel, the nearest grid point
of each reanalysis was selected. Then, the lidar and
models wind profiles are evaluated to determine the
presence of LLJs.

Case b. For each hourly position of the ship, the grid
points of each model inside a threshold radius R (3 km
for NEWA and 17 km for ERAS, according to their min-
imum resolution) are selected. The existence of jets
is evaluated in the lidar profile and in all numerical
model’s profiles at the grid points inside the threshold. If
an LLJ is identified in any of these points at the consid-
ered hour Ty, that timestamp is marked as positive with
regards to LLJ occurrence for the corresponding model.
In this case, the influence of the potential spatial shift in
model performance is evaluated.

Wind Energ. Sci., 7, 2433-2455, 2022

— Case c. For each hourly position of the ferry boat, the
nearest grid point is selected (analogously to case a).
However, in this case, for the corresponding hour Ty at
that position, the presence of LLJs was investigated in
the vertical profiles of the models at the timestamps 7y,
To — AT, and Ty + AT, where AT is the temporal res-
olution of each dataset (0.5h for NEWA and 1h for
ERAS). When an LLJ is detected in at least one of the
evaluated timestamps, we consider there is an LLJ at
hour Tp in the corresponding model. In this case, the
effect of temporal shift is considered.

This evaluation may be performed using other approaches
as well, such as interpolating the nearby model data to the
measurement location or combining a temporal and spatial
window. However, the case studies in this study were selected
in order to independently evaluate the potential effect of the
models’ temporal and spatial offsets.

For the three aforementioned cases, the number of hits,
misses, and false alarms are applied to estimate the perfor-
mance of models by calculating two skill score indicators.
The first indicator used is the symmetric extreme dependency
score (SEDS), defined in Hogan et al. (2009) as
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Figure 12. Sketch of the three cases considered to evaluate the temporal and spatial shift of the reanalyses. For each case, the ship and the
surrounding grid points are included. The grid point(s) used for comparison against the measurements is/are colored in red. The timestamps

used for comparison are also indicated.

In[(hits + false alarms)/n] + In[(hits + misses)/n]

SEDS = -
In(hits/n)

-1 @2

where 7 is the total number of observations included in the
datasets. This parameter ranges from —1 to 1, with 1 indicat-
ing a perfect estimation by the model (all LLJ events are la-
beled as hits), 0 indicating a random forecast, and —1 mean-
ing that no LLJ is classified as hit.

The second used indicator is the frequency bias already
presented in Sect. 3.2.3. A value of 1 of the FBIAS indicates
a perfect score. A value greater than 1 implies an overestima-
tion of the number of events and vice versa.

These two parameters give information about the perfor-
mance of the models in predicting LLJ events. The main dif-
ference is that SEDS penalizes the model performance when
there are phase errors (misses and false alarms), whereas the
FBIAS only considers the total number of LLJs, ignoring the
timing of these events. Because of this, SEDS gives meaning-
ful information about the forecast capabilities of the model,
while the FBIAS measures its climatological performance.

Table 5 shows the values of these indicators for the three
scenarios. As can be observed, the underestimation of the
LLJ events is evidenced by the results of skill scores in any
of the three cases, with SEDS and FBIAS values smaller
than 1. However, considering the potential spatial and tem-
poral shift notably improves the climatological performance
of the two models in cases b and c, reaching FBIAS values
of 0.56 for ERAS and 0.80 for NEWA when considering the
time shift. However, despite the noticeable FBIAS improve-
ment in cases b and c, the rise in the number of false alarms
compared to the reference case impedes the enhancement
of the SEDS’s score, which remains practically constant for
all the cases. When comparing the two numerical models,
NEWA shows better FBIAS values independently of the con-
sidered case but similar SEDS values compared to those from
ERAS. The reason for this is that although numerical models
with finer resolutions are typically able to capture fine-scale
structures better, they are more likely to have mismatches in
the phase of events (Kalverla et al., 2020).
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Table 5. Skill scores indicators for the two reanalyses and the three
considered cases.

Case a Case b Case ¢
ERA5 NEWA ERA5 NEWA ERA5 NEWA
SEDS 0.53 0.52 0.55 0.53 0.52 0.54
FBIAS  0.37 0.58 0.49 0.65 0.56 0.80

To illustrate the influence of the temporal and spatial shift
on the LLJ occurrence, Fig. 13 shows the jets’ daily cycle
for the two numerical models and the three considered cases
compared to the diurnal occurrence according to the lidar
measurements and the frequency bias between the observa-
tions and models. The consideration of the spatial or tempo-
ral errors results in an increase in the number of LLJs de-
tected by the two models, although they are differently af-
fected by each scenario. For NEWA, considering the spatial
shift barely changes the daily cycle observed in the model,
except for the detection of some additional events at certain
hours. Oppositely, ERAS5 exhibits a stronger sensitivity to the
spatial shift, with a large gain in the LLJ frequency compared
to the reference case. This effect can be a consequence of
the different spatial resolutions of the models. On the one
hand, the coarse resolution from ERAS limits its capability
to accurately resolve the spatial wind variations and, conse-
quently, to correctly capture the geographical extension of
the jets in the vicinity of the vessel. Consequently, consid-
ering further away grid points dismisses this lack of spatial
resolution, increasing the amount of jets detected by ERAS at
a specific time. On the other hand, NEWA’s finer horizontal
resolution allows a more precise spatial representation of the
jets in those points adjacent to each ship position, and, thus,
scanning additional grid points does not induce the detection
of many additional LLIJs.

Considering the time shift has a pronounced effect in the
frequency cycle displayed by both reanalyses. In fact, both
ERAS and NEWA show a higher amount of LLJs in case ¢
than in case a for the vast majority of the hours. This is also
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respectively.

illustrated in Fig. 13c and d, with a minor bias in case c for a
higher number of hours. The higher sensitivity of the models
to the time shift is further evidenced by the overall absolute
wind speed bias. Although cases b and ¢ show a mean error
below the reference case, the time shift scenario is the one
with the smaller error for both NEWA and ERAS. In addition,
the overall mean bias also suggests that, as previously dis-
cussed regarding NEWA, the spatial shift consideration has a
minor influence compared to the time shift.

Additionally, an evaluation of the models’ performance
sensitivity to the temporal and spatial thresholds considered

Wind Energ. Sci., 7, 2433-2455, 2022

was conducted. For this, Fig. 14 shows the evolution of the
FBIAS and SEDS skill scores for different temporal and spa-
tial thresholds. As observed, increasing the spatial threshold
significantly raises the FBIAS for both ERAS and NEWA.
However, despite this increase, the FBIAS remains below
one for any considered scenarios, meaning that the number
of jets detected by the models is consistently underestimated
compared to the observations. The SEDS remains practically
constant for all the cases as a result of the compensation be-
tween the increase in the number of hits (and to some ex-
tent the decrease in misses) and the increase in the number
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of false alarms. Furthermore, increasing the time threshold
provokes a more pronounced increase in the FBIAS, reach-
ing values above one (model overestimation of LLIJs) from
2AT and 4AT thresholds in NEWA and ERAS, respectively.
Similarly to the different spatial threshold cases, the SEDS
remains almost invariable due to the previously commented
effect.

3.5 Example of an LLJ case

In this section, an example of an LLJ from 4 to 5 March 2022
is presented. Figure 15 shows the time—height cross section
of the wind speed for the three datasets and the detected LLJs
during the previously mentioned period. As can be seen,
there are substantial differences between the wind speed por-
trayal of the measurements and simulations, evidencing that
models are uncertain and cannot capture the wind variability
accurately in certain cases. As a result, the detection of the
presence of the jets varies depending on the dataset consid-
ered. Different from the results shown in the previous sec-
tions, Fig. 15 includes LLJs in those hours without a com-
plete observational wind profile to better illustrate the dy-
namics of the jet over the complete considered period and
covered region. Additionally, Fig. 16 shows the vessel’s posi-
tion for four different timestamps and the models’ grid points
where an LLJ is detected.

https://doi.org/10.5194/wes-7-2433-2022

Observations indicate that the jet was detected for the first
time at 19:00 UTC on 4 March, when the ship was in Kiel’s
harbor (Fig. 16a). Both numerical models missed this event
due to the inaccurate representation of the jet horizontal ex-
tension. According to Fig. 16a, ERAS5 and NEWA indicate
the presence of an LLJ at this time. However, those grid
points adjacent to the ship’s position do not properly capture
this event. This can be a consequence of the models’ inca-
pacity to resolve the mesoscale phenomena in the vicinity of
this coastal area probably due to their insufficient horizontal
resolution.

The LLJ temporally extends until the morning of 5 March
and spatially over a vast region in the southern Baltic Sea.
This can be derived from the hours marked as LLJ posi-
tive in Fig. 15 and the grid points where an LLJ is detected
by the models shown in Figure 16. During the early morn-
ing of 5 March, ERAS and NEWA correctly predicted on
time and space the LLJ event, resulting in several consec-
utive jet events classified as hits. Nevertheless, when the ves-
sel is traveling through the western region of the Baltic Sea
on the night of 4 March, several LLJs observed in the lidar
measurements are missed by the models. This can be due
to different factors, such as the higher influence of coastal ef-
fects in this area and the difficulties of the models to properly
characterize the mesoscale effects, or the lower wind speeds,
core speeds, and falloffs associated with the jet events during
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Figure 16. ERAS5 and NEWA grid points where an LLJ is detected at the indicated times. Vessel position is marked with a black dot if,
according to the lidar measurements, no LLJ is present at the corresponding timestamp and red in case of an LLJ detected.

this period (Fig. 15). As discussed in Sect. 3.3, both models
struggle simulating events under these conditions.

On the other hand, the number of false alarms in NEWA
during the morning of 5 March (an example is shown in
Fig. 16d) is striking. These false alarms arise from two differ-
entiated circumstances. First, as can be observed on 5 March
at 08:00 UTC, the observational wind profile presents a wind
speed maximum close to the top height of the profile. As dis-
cussed in previous sections, this situation may lead to the
consideration of too weak jets with an insufficient falloff
above the wind speed maxima to classify the correspond-
ing jet as LLJ. However, this maximum is located at ap-
proximately 150 m height according to NEWA, resulting in
a larger falloff and labeling this jet as an LLJ. Secondly,
other false alarms are associated with the inaccurate repre-
sentation of the wind profile by NEWA, showing wind speed
maxima not perceptible in the observational profiles. In the
case of ERAS, some hours show wind speed maxima in the
profiles which are missing in the measurements. However,
these maxima are too weak to be labeled as LLJs, and, thus,
these events are categorized as correct rejections.

Wind Energ. Sci., 7, 2433-2455, 2022

4 Discussion

This study characterized LLJ distribution, properties, and oc-
currence over the southern Baltic Sea by means of ship-based
lidar measurements and two mesoscale numerical models. To
this end, a methodology has been presented to assure a fair
comparison between the different datasets involved and their
different temporal and spatial characteristics.

We started with a comparison between the wind speed re-
trievals of the three datasets used in this paper. Although the
statistics scores evaluated in this study show a good perfor-
mance and are in line with the results found in previous stud-
ies (Witha et al., 2019), both numerical models exhibit a sys-
tematic underestimation of the wind speed evidenced when
comparing the frequency distributions and mean vertical pro-
files of the three databases.

The weak daily cycle of the atmospheric features that lead
to the generation of offshore LLIJs results in a constant num-
ber of jets during the whole day (Liu and Liang, 2010). How-
ever, the daily occurrence of LLIJs calculated along the ship’s
route evidences a remarkable variability, due to the combined
influence of both temporal and spatial effects. This means
that the observed LLJ frequency at a particular time is not
only a consequence of the time variability of the jets, but
also dependent on the specific position at that time. On the
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one hand, the majority of the jet events occur while the ship
is offshore during the night and the early morning as a con-
sequence of the generated stable stratification conditions, the
advection of warm air started during the preceding day, or the
transport of LLJs generated as the result of nocturnal cooling
over the land surface from the mainland to offshore (Svens-
son et al., 2019a). On the other hand, the lowest amount of
LLJs is detected during the afternoon, coinciding with the pe-
riod when the ship is on or very close to the harbors. Both nu-
merical models can identify the LLJ diurnal cycle correctly.
Nevertheless, these datasets manifest a substantial underesti-
mation in the number of LLJs during the vast majority of the
hours and, therefore, also along the different regions covered
by the ship track.

The capabilities of the two numerical models to accurately
model the main LLJ characteristics were assessed at four spe-
cific sites. In this case, numerical models also show a clear
underestimation in the number of jet events, although this un-
derestimation is less pronounced in the onshore sites and for
ERAS. However, both models agree with the measurement
in terms of the locations with the highest and lowest num-
ber of LLJs, with B having the maximum value and the on-
shore sites presenting the lowest number of events. Regard-
ing the core height, both reanalyses show a consistent under-
estimation of the jets’ mean height at the four analyzed sites.
Even though there are considerable differences between the
two numerical models and the measurements concerning the
mean core speed, all the datasets agree on higher offshore
mean core speeds compared to the onshore ones. Addition-
ally, increasing the vertical extension of the models’ profiles
up to 500 m substantially modifies the obtained values, in-
creasing the mean values for the three properties and four
locations evaluated and exposing the relevance of this fact
when characterizing LLIJs. Furthermore, the reader should
be aware that despite the fact that ship-mounted lidar mea-
surements allow evaluating the accuracy of models in these
different locations, they may also cause a bias in the aver-
age values of the jet frequency, core height, and core speed.
Therefore, the differences between the considered locations
in Fig. 8 may be partially induced by the incomplete tempo-
ral representation at each site.

The daily cycle of the jets’ characteristics (occurrence,
core height, and core speed) was studied using the models’
output data at the aforementioned four locations. The daily
cycle observed at the four locations in those periods when the
ferry is nearby can also be identified at those same periods in
the diurnal cycle along the whole vessel route (Fig. 7). There-
fore, the ship-based lidar technology has potential applica-
bility for characterizing the occurrence of jet events within
the vast region covered by the ship track. Nonetheless, this
applicability is highly limited by the constant translation of
the ship and by the position—time relation of the route, since
only the characteristics of the jets when the vessel is near the
location of interest can be derived.
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Generally, models are capable of more accurately retriev-
ing wind conditions in offshore locations, where the mi-
croscale phenomena are less relevant. However, the results
found in this study show a deterioration of the FBIAS with
the increment of the distance to the coast. With regards to the
core speed and height, no correlation was found between the
performance of the models and the distance.

The limitations of the datasets used in this study (i.e.,
profile height limitation and time—position relation) must be
properly considered when interpreting the obtained results.
Additionally, the different characteristics of the LLJs play a
fundamental role in the capacity of the models to identify
these phenomena. Both numerical models have difficulties
with resembling LLJ with core heights closer to the upper
limit of the wind profile, which can result from the tendency
of the numerical models to place LLJ excessively high in the
atmosphere and a too weak falloff above the core. Accord-
ing to the measurements, LLJ can occur within a broad range
of core velocities, from very calm to stormy conditions. Fur-
thermore, both numerical models undervalue the mean core
speed values, possibly due to the underestimation of the core
height. It is striking that both reanalyses fail in predicting the
mean jets’ falloff velocities, with underestimations in both
cases of ~2ms~! as a consequence of the excessively flat-
tered wind profiles. Moreover, both models struggle in de-
tecting those jets with lowers falloffs, as well as extreme
events with falloff values above 4ms~!.

In Sect. 3.4, the influence of spatial and temporal shifts
between the observations and models’ jet events is ana-
lyzed. The results show that considering spatial and temporal
shifts has the potential of improving the climatological per-
formance of the models for evaluating LLJs. Both models
present a higher sensitivity to the temporal than to the spa-
tial shift, with a pronounced increase in the number of jets
when longer temporal thresholds are used. Additionally, the
temporal shift has a significantly higher influence on ERAS
than NEWA. This is due to the coarse horizontal resolution
of the first model and the subsequent benefit of considering
grid points located at greater distances. Consequently, a fur-
ther understanding of models’ spatiotemporal errors can con-
tribute to the development of an optimal strategy for applying
numerical models for studying LLJ climatology over large
regions.

In the last section, a particular LLJ event is evaluated and
compared across the three datasets. It is striking that both nu-
merical models correctly simulate the appearance of an LLJ
event during the night that spatially expands within a wide
area in the southern Baltic Sea. However, there are consid-
erable events mismatched along the ship trajectory, mainly
caused either by a disagreement in wind speed profile por-
trayal between the models and observations, the limitation of
the top height of the profiles, or the specific characteristics of
the jets.

All the results exposed in this study are based on ship-
mounted lidar observations, and, thus, several considerations
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must be highlighted. Firstly, it should be noticed that mea-
surements are subject to systematic and random errors that
can influence the results and that lidar systems are inher-
ently affected by other uncertainties like the exact measuring
height or the discarding of raw measurements due to unfa-
vorable atmospheric conditions such as low aerosol density,
the presence of fog, or low clouds. Furthermore, floating li-
dar systems require implementing measures to compensate
for the ship motion effects on the measurements. Although
a post-processing motion correction algorithm was imple-
mented, the uncertainty associated with the decontaminated
measurements is still unknown. Secondly, it is crucial to con-
sider the pertinence of the mapping strategy and data avail-
ability when interpreting the obtained results. On the one
hand, the available observations cover a period of around
3 months, and, therefore, they are unable to completely rep-
resent the wind climatology either over the whole region
covered by the ship’s course or in particular areas within it.
On the other hand, and due to the intrinsic non-stationarity
of ship-based lidar measurements, the availability of data at
each measurement point is low and limited by the time win-
dow when the ship is near a considered location. Because
of this, the observed values of the LLJ features at different
locations only include the behavior of this phenomenon dur-
ing the site-specific time window. Therefore, ship-based li-
dar measurement campaigns require a careful evaluation and
design of the mapping strategy to assure the output data’s
convenience and applicability, both for the general character-
ization of winds and the study of more specific phenomena.
Additionally, the results of the comparison between the mod-
els and the lidar measurements presented in this study agree
with the findings from previous similar literature, highlight-
ing the applicability of these sorts of measurements for the
validation and calibration of numerical models within vast
areas of interest.

5 Conclusions

Throughout this study, an effort has been made to define
and implement a comparison methodology between ship-
mounted lidar measurements and two state-of-the-art numer-
ical models in order to investigate their accuracy to charac-
terize LLJs over a wide region. The permanent translation
of the ship does not allow deriving the complete daily cy-
cle of the jets characteristics in a particular location. Never-
theless, and differently from fixed measuring devices, ship-
based systems can provide meaningful information about the
jets’ properties and their temporal and spatial variations, as
well as highly reliable observations to compare numerical
models against a reference dataset under different temporal
and spatial effects.

It was shown that the incomplete representation of the
physical phenomena hinders models from characterizing
LLJs’ features accurately. However, they capture the variabil-
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ity of LLJ properties associated with the different locations
where these are evaluated. The occurrence of jets is system-
atically underestimated, although this is further emphasized
in offshore sites. The core height and speed values modeled
by the reanalyses are usually also underestimated compared
to the measurements, but this difference varies depending on
the model and the characteristics of the location considered.
NEWA was the model that best captured the occurrence of
LLJs along the ship route, despite ERAS showing a smaller
bias regarding the average core height at the four evaluated
locations.

Apart from the physical constraints of the numerical mod-
els to resemble wind conditions, we conclude that reanal-
yses capabilities are strongly restricted by the inherent at-
tributes of the LLJs, the features of the models (i.e., verti-
cal and horizontal resolution), and other factors associated
with the inherent characteristics of the available observations
(e.g., the top height of the vertical profile, data availability,
or the time—position relation). Additionally, considering the
temporal and spatial shift between models and observations
has shown a great potential to increase the capabilities of the
models to investigate LLJ climatology.

Nowadays, the availability of ship-mounted lidar datasets
is still scarce. Therefore, the execution of novel measurement
campaigns using different mapping strategies, higher wind
profiles, duration, and locations will yield more information
about the capabilities of this technology and the numerical
models. In addition, the large spatiotemporal extent of the
numerical models offers an attractive alternative to counter-
act these inherent limitations of ship-lidar technology, high-
lighting the significant potential of combining these different
datasets to more accurately describe the temporal and spatial
characteristics of jets over extensive areas.
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