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Abstract. Long-range Doppler wind lidars are applied more and more for high-resolution areal measurements
in and around wind farms. Proper alignment, or at least knowledge on how the systems are aligned, is of great
relevance here. The paper describes in detail two methods that allow a very accurate alignment of a long-range
scanning lidar without the use of extra equipment or sensors. The well-known so-called hard targeting allows
a very precise positioning and north alignment of the lidar using the known positions of the surrounding ob-
stacles, e.g. wind turbine towers. Considering multiple hard targets instead of only one with a given position
in an optimization algorithm allows us to increase the position information of the lidar device and minimizes
the consequences of using erroneous input data. The method, referred to as sea surface levelling, determines
the levelling of the device during offshore campaigns in terms of roll and pitch angles based on distance mea-
surements to the water surface. This is particularly well-suited during the installation of the systems to minimize
alignment error from the start, but it can also be used remotely during the measurement campaign for verification
purposes. We applied and validated these methods to data of an offshore measurement campaign, where a com-
mercial long-range scanning lidar was installed on the transition piece platform of a wind turbine. In addition,
we present a model that estimates the quasi-static inclination of the device due to the thrust loading of the wind
turbine at different operating conditions. The results show reliable outcomes with a very high accuracy in the
range of 0.02° in determining the levelling. The importance of the exact alignment and the possible applications
are discussed in this paper. In conclusion, these methods are useful tools that can be applied without extra effort

and contribute significantly to the quality of successful measurement campaigns.

1 Introduction

Scanning long-range Doppler wind lidar devices play an in-
creasingly important role in the assessment of wind condi-
tions (Krishnamurthy et al., 2016). Due to their ability to
measure the wind speed over long distances and over an en-
tire area with high temporal and spatial resolution, it is pos-
sible to obtain knowledge about wind fields. This can be uti-
lized for wind resource assessment offshore from the coast
(Koch et al., 2012; Shimada et al., 2020) or existing offshore
platforms and wind energy research on, for example, wind
turbine wakes (Krishnamurthy et al., 2017), wind farm clus-
ter wakes (Schneemann et al., 2020), meteorological phe-
nomena like low-level jets (Pichugina et al., 2016) or global
wind farm blockage (Schneemann et al., 2021), and minute-

scale wind power forecasts to improve grid stability and en-
ergy trading (Theuer et al., 2020).

The wind field in the lowest part of the (marine) boundary
layer is by nature inhomogeneous. Flow complexity is exac-
erbated around and inside wind farms. For wind energy ap-
plications the characterization of the wind conditions has to
be performed with a spatial accuracy of some metres. There-
fore, an exact positioning and orientation of the measuring
device during a measurement campaign is very important.
This is a major challenge for remote sensing devices, such
as lidars, since even small inclination errors can lead to large
deviations, e.g. in the resulting measurement height. To give
an example, an error of 0.25° in alignment results in an alti-
tude error of about 44 m at 10 km distance.
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The position of a lidar device can be assessed with an in-
ternal GPS or by surveying methods with sufficient accuracy.
However, the orientation of the system, which is more criti-
cal, is typically determined with two sensors with unknown
(arguably insufficient) accuracy. The full orientation in three-
dimensional space is given by three rotation angles, namely,
bearing, pitch and roll. The bearing represents the deviation
from north on the horizontal plane and is measured by a com-
pass; as synonyms for this we also use the terms “northing”
and “orientation” in this paper. Pitch and roll, which mainly
affect the elevation of the laser beam, are measured by an in-
ternal inclinometer or a level spirit. To our knowledge, lidar
manufacturers do not supply any calibration protocol of such
sensors. Therefore, in a campaign they can only be used for
rough levelling and must be complemented by more accurate
measurements.

Doppler wind lidars are able to detect the backscatter
of the laser beam from aerosols. Therefore, measurements
against hard targets result in very high carrier-to-noise ratios
(CNRs) in the detected signal. This phenomenon can be uti-
lized to determine the distance of a hard target from the lidar
and its direction with respect to the scanner orientation of the
lidar, i.e. its line of sight. An established technique to deter-
mine the positioning and the orientation of the device is the
so-called hard targeting (HT). This technique can be applied
onshore, as well as offshore. It uses existing hard targets with
known positions like met masts, light houses or wind turbine
towers for north orientation. Vasiljevic (2014) introduced a
method called CNR mapper allowing the north orientation
and the tilt of the lidar to be checked by mapping the CNR
around hard targets with a well-known position and height
using several RHI (range height indicator) or PPI (plan posi-
tion indicator) scans.

In an offshore wind farm setting it is difficult to get hard
targets with a fixed height. From a lidar perspective, wind
turbines experience a change in height due to the two main
moving components, nacelle and rotor blades. This makes
scanning set-up and data analysis very difficult for the esti-
mation of the levelling of the device. To overcome this, Rott
et al. (2017) introduced a method called sea surface levelling
(SSL) for offshore-installed lidars. This method does not rely
on external object heights but uses the sea surface as a refer-
ence. This method reaches a much higher accuracy with sev-
eral technical advantages. The scanning set-up is very simple
with almost no need for set-up. Additionally, the reference is
ubiquitous, and no pre-processing of external and uncertain
information is needed. This allows levelling to be performed
on the fly at installation time. In fact, it has been applied to
effectively minimize installation errors (Trujillo et al., 2019).
This is of practical advantage in offshore campaigns, where
installation time windows are very tight. Furthermore, SSL
can be applied during commissioning for calibration of any
internal levelling sensor (Trujillo et al., 2019, 2021) and ac-
curately correct scanning trajectories. Finally, the procedures
are relatively fast and can be applied continuously in the
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measurement programme without causing long interruptions
of the main scanning strategy. This can be used for orien-
tation monitoring purposes during the whole measurement
campaign. The only drawback of this method is that the lev-
elling is based on the high-resolution PPI scan, which takes
a few minutes with conventional systems. Therefore, higher-
frequency fluctuations are not captured with this method, but
only an average estimate on the timescale of a few minutes
can be produced.

For HT no commonly used method has been established so
far; in most cases researchers use individual estimations. The
CNR mapper is not fully compatible with all lidar software
programmes. Furthermore, at offshore sites often only wind
turbines are available as hard targets, which do not provide
a defined stationary object with a known height due to the
rotor and yaw movements.

Knowing the levelling of the device becomes particularly
relevant when a lidar is installed on a moving base, as dis-
cussed previously in Gottschall et al. (2014). Bromm et al.
(2018) explained that measurements from the top of the na-
celle of a wind turbine prove difficult because the nacelle
tilts due to thrust. This is because the lidar support platform
changes its tilt dynamically depending on atmospheric and
operational conditions. This situation is also given, although
less pronounced, in an installation at the transition piece of a
turbine. Due to the high accuracy needed in levelling, this
also needs to be quantified. Two approaches are conceiv-
able for this. First, if the lidar system has an inclinometer,
it can be calibrated with SSL and then used. Second, if a
reliable inclinometer is not available, an empirical model of
the platform’s inclination can be adapted. An approach to de-
rive such a model is presented here. The platform tilt model
(PTM) was developed based on standard signals from the tur-
bine SCADA (supervisory control and data acquisition) sys-
tem.

With the three concepts introduced, a framework for ac-
curately assessing the northing and levelling of scanning li-
dar equipment installed on elevated offshore structures can
be achieved. Therefore, the goal of our work is to present
the concepts, their implementation and validation in a real
offshore wind farm environment. The paper is structured fol-
lowing the three objectives:

1. The first is the determination of the accurate northing
and positioning of a lidar based on measurements with
the device. This is achieved with the help of hard target-
ing (HT). This method is not limited to being used only
offshore.

2. The second is the precise measurement of the inclina-
tion of an offshore-installed lidar using sea surface lev-
elling (SSL). This method and extension are explained
so that device-specific parameters can be better consid-
ered.
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Figure 1. Overview of the procedure of the methods. In orange are
the input devices. HT is shown in grey, SSL in blue and PTM in
green. The variables are explained in the following sections.

3. The third is the estimation of the live roll and pitch an-
gles of a lidar installed on the transition piece of a wind
turbine based on operational measurements of the wind
turbine using a platform tilt model (PTM).

The code and measurement data developed and used in this
study are available for download in Rott et al. (2021b) (code)
and Rott et al. (2021a) (data set). With the help of the scripts,
the results of this study can be reproduced on the basis of the
data.

2 Methods

The three methods of HT, SSL and the PTM involve several
steps, outlined in Fig. 1. They are briefly summarized before
going into more detail in the following sections.

The grey boxes represent the HT, which is described in
more detail in Sect. 2.1. Starting from the top, the hard target
scans are performed in the first step. Based on these scans
we use the HT to acquire the northing y; and position xg, yo
of the lidar. The blue boxes demonstrate the procedure of the
SSL, which is detailed in Sect. 2.2. The first step is to per-
form the sea surface level scans. Based on them, we use the
sea surface distance estimation as described in Sect. 2.2.1 to
determine the sea surface intersection rse,. The SSL uses the
sea surface model, shown in Sect. 2.2.2, to estimate the re-
spective roll and pitch angles pp, and ¢y, by following the
method described in Sect. 2.2.3. Next, we apply the PTM, il-
lustrated by the green boxes, introduced in Sect. 2.3, to these
results in combination with the available SCADA data to ap-
proximate the resting roll and pitch angles p; and ¢r, as well
as a linear scaling parameter c. Finally, we can use the in-
verse platform tilt model to predict the levelling of the lidar in
terms of live roll and pitch ppeq and ¢meq from the SCADA
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Figure 2. Example of the measured CNR over the range for a hard
target scan for a single beam (orange) compared to the median for
all azimuth angles (blue). The black horizontal line presents the
5 dB threshold.

data. To illustrate the methods, we already use sample data
from the measurement campaign described in Sect. 2.4.

2.1 Hard targeting (HT)

HT is a method to determine an accurate orientation and po-
sitioning of the lidar based on fixed objects in the vicinity
whose positions are known. The method is outlined by the
grey boxes in Fig. 1.

The lidar measures information about the quality of the
signal in the form of the CNR &.nr(Vidar, 7lidar) in €ach mea-
surement location with the azimuth angle yjigar € [0°, 360°[
and the range rjigar € R>0. Solid objects yield stronger
backscatter than the aerosols in the air leading to a much
higher CNR value. This makes it possible to identify the lo-
cation of these obstacles in the measurements. For the HT
we performed plan position indicator (PPI) scans with an el-
evation of gy = 0°, i.e. horizontal PPI scans. First, we used
a relatively fast 360° PPI scan to identify the rough location
of viable hard targets, followed by higher-resolution scans
targeted at those locations. For these latter scans we set the
angular resolution of the azimuth angle to Ayjigar = 0.1° and
the spatial resolution of the range gates to Arjigar = 2 m.

Figure 2 shows the CNR value of a HT scan for a sin-
gle beam, in which a solid object was hit by the laser beam,
in comparison to the median CNR curve for all azimuth an-
gles of the respective scan. The peak in the signal represents
the quasi-Gaussian shape of the probe volume, i.e. the laser
pulse. The exact object range depends on the shape and sym-
metry of the pulse of the lidar system. However, a good ap-
proximation is the centre. It is to note that the method to es-
timate the northing shown in the next section is resilient to
inaccuracies at this distance.

In a wind farm, it makes sense to use the towers of the
other turbines as targets for the hard target scans, as we
did in the case presented here. The turbine locations are
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given in a Cartesian coordinate system and are denoted by
(Xwt.i» Ywei) € RZ fori =1,..., Ny, with Ny, € N being the
number of turbines. The first step is to identify the targets
in the measurements. We use a CNR filter for this. For the
WindCube 200S we chose a simple threshold for the CNR
Eenr(Vidar, Tlidar)- We define the set of locations Ly, of the hard
target measurements as positions in the polar coordinate sys-
tem of the lidar where &.nr(Viidar, Flidar) € R is greater than or
equal to 5dB.

Lt := {(Vlidar, "idar) | Eenr(Vlidar, Tidar) > 5 dB} (n

If the resolution of the scan is high enough, a solid ob-
ject, such as the tower of a wind turbine, is represented by a
cluster of measurement points, which meet the criterion from
Eq. (1). Let Ny := #Lp be the cardinality of the identified
hard target measurements Ly, i. €. Ny is the number of ele-
ments in the set Ly;.

In the next step, we are constructing an optimization which
minimizes the distances of the identified hard targets to the
known locations by adjusting the three parameters xq, yo and
0, which represent the x and y positions and the north orien-
tation of the lidar, respectively. Hard targets that were iden-
tified in the CNR values but for which no coordinates are
known should be excluded from the process because the op-
timization tries to minimize the distances to the known loca-
tions.

The cost function is defined as follows:

Nt
. 2
Cht(x0, Y0, 0) = ) ( min ((xwt,i — Xnt, (X0, ¥0))

- i=l1,..., Nwt
j=1
2
+(ywii — e, j (60, 10)) )) (2)

with
Xht, j(x0, Y0) = sin(ynt,j + ¥0) - e, j + X0, 3
Yht,j (Y0, Y0) = €08(¥ht,j + ¥0) - Tht.j + Yo, 4)
(ht,j>The,j) € Lnt- ®)]

The cost function calculates the quadratic Euclidean dis-
tances of the identified hard targets to all known locations of
the turbines, chooses the turbine closest to the respective hard
target and sums up all the squares of the closest distances. We
can now formulate the optimization problem as follows:

min  Ch(xo, Y0, 0), (6)
X0,Y0,Y0

st.: x0,y0 €R, yoe[0° 360°]. ©)

This optimization can be solved numerically quite easily.
We used the Nelder—Mead algorithm (Gao and Han, 2012)
for non-linear optimization problems provided by the min-
imize function of Python’s SciPy module (Virtanen et al.,
2020). This algorithm is a downhill simplex method that
starts with an initial guess for the solution, which must be
chosen by the user. This solution should ideally be quite close
to the optimal solution in order for the algorithm to converge
to the correct minimum.
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Figure 3. Schematic representation of the sea surface levelling scan
from the transition piece platform of a turbine at the Global Tech I
wind farm.

2.2 Sea surface levelling (SSL)

SSL is a method that uses the water surface to estimate the
levelling of the lidar. An overview is given in Fig. 1 in the
blue boxes.

2.2.1 Sea surface levelling scans

For the SSL we measure the distance from the scanner head
to the sea surface for different azimuth angles by the use
of a PPI scan with a negative elevation. In our case we
set the elevation to g5 = —3°. We had a sector of approx-
imately 268° with line of sight from the lidars to the sea
surface, while the rest was blocked by the transition piece
and the turbine tower. We set the range gates of the device
to rlidar € {400m, 401 m, ...,549m} in accordance with the
roughly estimated distance of the scanner to the sea sur-
face. The sea surface levelling scans were carried out on
11 and 12 April 2019, 2 and 3 May 2019, and from 14 to
17 May 2019. Figure 3 illustrates the sea surface levelling
scan.

We assume that the sea surface is a flat and horizontal area,
neglecting the curvature of the earth, and we interpret waves
as measurement noise. The shape of the intersection between
this scan and the sea surface is a conic section with an az-
imuthal range of less than 360° due to the tower shadow and
provides us with information about the levelling of the lidar.
For example, if the levelling of the device is accurate, the
intersection results in a nearly perfect circle, with relatively
small fluctuations due to waves. If the levelling is slightly
misaligned, the shape of the intersections becomes an ellipse.
For larger misalignment the intersection is a parabola, if its
absolute value matches the elevation angle (in our case 3°),
or hyperbola, if the elevation angle is exceeded.

At the point where the laser hits the sea surface, the water
absorbs the infrared light and the CNR signal drops signifi-
cantly. This drop does not occur in the form of a step since the
lidar cumulates measurements over a probe volume; i.e. the
measurement for a certain target range consists of a weighted
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Figure 4. Example of a measured CNR over the range for one az-
imuth angle. The black graph is an inverse sigmoid function fitted
to the CNR values, and the vertical blue line is in the sigmoid’s
midpoint, representing the estimated distance to the sea surface.

average of measurements around the target distance due to
the length and shape of the laser pulses.

Figure 4 shows an example of the CNR value for a sea
surface measurement over the range ri;qar for a single beam
with the corresponding azimuth angle yjigar € I'. T is the set
of viable azimuth angles, i.e. azimuth angles where the sea
surface could be detected.

The figure also shows an inverse sigmoid function, which
was fitted to the CNR values, in black, and the midpoint of
the sigmoid function is shown by the vertical line in blue,
which is our estimate for the sea surface distance. For the
sigmoid function we use a logistic function given by

Sphigh s Plow s Pmidpoint s Pgrowth (r) =
Phigh — Plow

®

+ .
Plow 1+ exp (Pgrowth (r - Pmidpoint))

This function is defined over the range r and is parameter-
ized by phign and piow for the upper and lower limit of the
sigmoid, respectively, pmidpoint for the sigmoid’s midpoint,
and pgrowth for the logistic growth rate. The sigmoid function
is fitted to the measured CNR values using a least-squares fit,
and the estimate for the sea surface distance is set to

T'sea ‘= Pmidpoint- )

For the estimation of the distance to the sea surface we
have chosen this value because at this distance the signal is
partially weakened, which represents a partial absorption of
the probe volume. This assumption is considered reasonable
since the height of the lidar device above the still water level
calculated by trigonometrical relations corresponds well with
the actual height above the sea surface. Depending on the
lidar instrument used and the settings, it is possible that the
shape of the CNR curve will look different. In our study, the
inverse sigmoid fit was found to give a robust estimate of
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Figure 5. Coordinate system of the lidar with the clockwise rota-
tions around the axes and a compass rose. y is the yaw angle, p is
the roll angle, and ¢ is the pitch angle of the device.

the distance to the water surface; for other systems it may be
possible that the fit function needs to be adjusted.

We only considered scans in which the CNR value ex-
ceeded a defined threshold. If the maximum CNR value for
a single beam was below —18dB for all ranges, we omit-
ted that azimuth angle. If less than 20 azimuth angles met
these requirements, we removed the entire sea surface level-
ling scan.

2.2.2 Sea surface distance model

To estimate the levelling of the lidar with respect to the sea
surface, we built a model to calculate the distances for every
azimuth angle to the surface plane for given roll and pitch
angles and a height above the surface.

Figure 5 shows the definition of the coordinate system for
the lidar, as well as the roll angle p, the pitch angle ¢ and the
azimuth angle y. Note that in this case we have defined the
rotations around the axes in a clockwise direction. The fol-
lowing matrices (Rx(ot), Ry(a),R;(x) € R3X3) define these
clockwise rotations around the three axis for the substitute
angle o:

1 0 0
Ry(@)=[0 cos(a) sin(x)
0 —sin(a) cos(a)
cos(a) 0 —sin(a)
R(@) = 0 1 0
sinf) 0 cos(x)
cos(a) sin(a) O
R, (@)= | —sin(w) cos(w) O |. (10)
0 0 1

Now we can define the building blocks for modelling
the laser beam of the lidar. Without any rotations the laser
beam Lcanner € R3 can be described as a three-dimensional
straight line pointing to the north along the y axis by the fol-
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Figure 6. Modelled distances to the sea surface for an example set
of parameters (h =25m, ¢ =0.1°, p =0.0°, y €[0,360][, &5 =
—3°) on a regular plot (a) and a polar plot (b).

lowing vector equation

0

Lcanner(r) := r , (1D
0

where r € R is the variable for the range.
We define the pitch Ryitch(¢) € R3*3 with the pitch angle
¢ € [—180°, 180°[ as follows:

Rpitch(@) := Ry (o). 12)

The roll Ry(p) e R*3 with the roll angle pe
[—180°, 180°[ is defined as follows:
Rion(p) :=Ry(p). (13)

The azimuth Ry,w(y) € R¥ with the azimuth angle y €
[0°,360°[ of the scanner head is given by

Ryaw(¥) :=Re(y). (14)

We define the elevation Reje(g) € R3*3 with the elevation an-
gle ¢ € [—180°, 180°[ of the lidar counter-clockwise around
the x axis; therefore we have to adjust the sign:

Reie(e) :=Ry(—¢). (15)

With the height /7 € R>¢ of the scanner head above the sea
surface we can declare the height vector H € R3:

0
Hh:=] 0 |. (16)
h

In addition, we can add the displacement vector D € R3,
which consists of xghife € R and ygpire € R as the shifts along
the x and y axes, respectively.

Xshift
D (xshite, Yshitt) :== | Yshift a7
0

Wind Energ. Sci., 7, 283—297, 2022

For the WindCube 200S and most other long-range lidar
models the laser does not exit from the centre of the rota-
tion around the z axis since the laser is deflected by two mir-
rors. We did not consider this displacement in our previous
work in Rott et al. (2017). Adding the displacement means
that the model no longer describes a conic section and be-
comes more complex. However, the effects of this change
are only marginal for a relatively small displacement, as is
the case for a typical two-mirror lidar scanner. For this de-
vice we approximated the displacement as xgpiri = —0.15m
and yshire = 0.15m. For the sake of completeness, we list
the formulas without and with the displacement and use the
complete formula for our evaluation. The coordinates of the
laserbeam L = L(h, ¢, p, ¥, &, T, Xshift> Vshift) € R3 in the co-
ordinate system of the lidar can now be described by adding
the introduced displacements and rotations to Lgcanper in the
following manner:

L(h, ¢, 0,7, & 1, Xshifts Yshift) := H(h) + Rpitch(P) - Ryor(0)
: Ryaw(V) - (Reie(8) - Lscanner(r) + D(Xshift» Yshift)) - (18)

We want to
which the laser

estimate the range
beam hits the sea
XL
L(h,$,p,y, €, r0, Xshift> Yshift) = | YL for the pa-
0

rameters /1, ¢, p, ¥, &, Xshift and yghife. To do so, we can solve
the vector equation for the variable r( in the z coordinate.
While the variable rg, (see Eq. 9) defines the measured
distance to the sea surface, we introduce here the variable
ro of the modelled distance as a function of the different
rotation angles and translational shifts. In our previous
publication (see Rott et al., 2017), we set Xgpift, Yshift = O -

ro € RZO at
surface, i.e.

h
1o $:9:7-8) = ooy osrysin@) — cos@rsmrsn) )
—cos(¢)cos(p)sin(e)
When we include the non-trivial displacement

D(xghift, yshift) of the scanner head from the z axis, the
complete equation for the range ry is

ro(h,é,p,v,¢€)
h + Xshie sin(y ) sin(¢) + xshifi sin(p) cos(y) cos(¢)
+ Yshift Sin(y ) sin(p) cos(P) — yshife Sin(@) cos(y ) (20)
cos(e) (cos(y)sin(¢) — cos(¢) sin(p) sin(y))
—cos(¢)cos(p)sin(e)

Given the set of parameters ki, ¢, p, ¥, &, Xshift and Yghifc We
can calculate the range ry to the sea surface.

Figure 6 illustrates the distance from the lidar to the sea
surface for
h=25m, ¢=0.1°, p=0.0°, y €[0,360[, &5 =—3°,
Xshift = —0.15m and Yshift = 0.15m.

2.2.3 Model fitting

To estimate the levelling of the lidar from the measured sea
surface levelling scan, we have to first determine the ranges

https://doi.org/10.5194/wes-7-283-2022
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rsea(y) to the sea surface for every viable azimuth angle
y €T (see Sect. 2.2.1). Then we fit the unknown parameters
(h, @, p) of our model from Eq. (20) to these measurements.

To do this we build an optimization problem, which
minimizes the deviation of the model to the measurement
data. For the cost-function we used the maximum like-
lihood method by utilizing the Lorentz distribution. The
Lorentz distribution does not weight outliers as strongly
as the commonly used Gaussian distribution, i.e. the least-
squares method. The cost function is

Coa(@. p. 1) = Y log (1405 (ea(y)

yel

0. ., v, B Xt o)), 1)
with
gss1 = —3°, (22)
Xshift = —0.15m, (23)
Yshift = 0.15m. (24)

The set T is the set of all viable azimuth angles. Hereby
the optimization problem is the following:

min  Csq(@, p, h), (25)
¢,p.h

st: heRog, ¢,pe[—180° 180°]. (26)

Analogous to the previous optimization problem, we again
used the Nelder—-Mead method (Gao and Han, 2012) to solve
this optimization.

2.3 Platform tilt model

The PTM estimates the correlation between the turbine op-
eration and the bending of the transition piece platform. The
procedure is summarized in the green boxes in Fig. 1.

We observed that the platform with the lidar was tilted, de-
pending on the turbine operation. To consider this we assume
in accordance with the elastic bending of a cantilever beam a
linear rotational spring stiffness k.

T =kt - 7T, 27

where 7 is the tilt angle. The rotor thrust 7 and power P
are commonly expressed as a function of the wind speed u,
the swept rotor area A, air density p, and the dimensionless
thrust and power coefficients cT and cp, respectively:

T= cT(u)gAuz, (28)
P= Cp(u)gmﬁ. (29)

Combining Egs. (27) to (29) yields the tilt angle as a func-
tion of the power P and the wind speed u representing tem-
poral averages for the time during which the sea surface lev-
elling scan was executed.

_ ke - ct(u) f

cp(u) u (30)
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For most wind turbines the thrust and power coefficient
can be approximated as constant in the variable operational
speed range which corresponds to the lower to medium par-
tial load range. Beyond and especially above the rated wind
speed the dependency on the wind speed has to be considered
since the thrust loading is reduced, while the rated power is
maintained. In the following we consider only the variable
operational speed range, typically extending between 3.5 and
9to 11 ms~!, to simplify Eq. (30) with a constant factor c.

P
T=cCc-— (31)
u

To define the tilt of the platform we are using the rotational
matrices we defined in Sect. 2.2.2. The tilt matrix Rg¢ of the
platform depends on the tilt angle T and the matrix v in which
the platform tilts (in our case this is the nacelle orientation).
We define

Riii(7,v) := R (V)R (=7)R;(—V). (32)

The negative tilt angle 7 has to be considered for the rota-
tion R, because the platform bends in the negative direction
of the turbine orientation v. This allows us to model the ro-
tation of the platform as a combination of resting pitch and
roll angles ¢ and p; and the thrust-dependent tilt rotation of
the platform.

& = Rtilt(fm,i y Vm,i)Rpitch(¢r)Rroll(pr)
- pitch((pm,i)Rroll(pm,i), VieQ (33)

The matrix ¢; is the ith residual of the combined rotations
measured by the SSL in terms of the pitch angle ¢y, ; and the
roll angle o, i, as well as the modelled rotations defined by
the corresponding tilt angle 7, ; and orientation vy, ; of the
turbine, while 2 is the set of all available measurements at
different operating conditions. When we substitute 7y, ; with
the measured active power Py ; and wind speed up, ; by us-
ing Eq. (31), we are left with the three unknown parameters:
¢, ¢r and p;. To estimate these parameters we try to minimize
the residual &; with the following cost function:

Ciire(c, ¢r, pr) :=

2

ieQ2

Pm,i
Ry | ¢ r» Vm,i Rpitch(¢r)Rroll(pr)
m,i

2

— Ryitch (@m,i )Rron (0m,i) (34)

2
The operator || -||2 is the Frobenius norm. The optimiza-
tion problem, utilizing the least-square method, then is

min C[il[(cs ¢r’ pr)v (35)

C,Pr, Pr
st.: ¢>0, ¢, pr €[—180° 180°[. (36)
Again, we solved this optimization with the Nelder—-Mead

algorithm (Gao and Han, 2012). For the initial solution we
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chose cipit = 0, ¢init = 0° and pipir = 0°. Thus, we can deter-
mine the parameters from the measured data.

In the last step we want to utilize the obtained parameters
¢, pr and ¢, to estimate the dynamic roll and pitch angles
from the power and wind speed measurements of the turbine.
This makes it possible to perform further lidar scans and esti-
mate the levelling and the resulting height and position error
of the lidar measurement based on the current SCADA data
in post-processing. To do so we are using Eq. (33) and as-
sume that the residual &; is zero. We rename the variables
¢m,i and ppy; for the pitch and roll angles measured by the
SSL to ¢mod.; and pmod,;, respectively, to emphasize that in
this case the variables are derived from the wind turbine data
by our model.

Rpitch((bmod,i JRro11(Pmod,i) =
Rtilt(fm,iy Vm,i)Rpitch((pr)Rroll(pr)s Vi e Q (37)

The objective is to solve for ¢mod,; and Pmog,;- To do this,
we multiply Eq. (37) with the z unit vector e, := (0,0, 1)T.
Thus, the two sides of the equation represent how the rotation
matrices affect the lot vector to the x—y plane, which is or-
thogonal to the sea surface, resulting in a unit vector . With
this we get

- Sin(pmod,i)
Sin(@Pmod,i ) €0S(Omod, i) =n, with
c08(Pmod, ) €OS(Pmod, i)
n= Rtilt(fm,i , Vm,i)Rpitch(¢r)Rroll(pr)ez- (38)

This can be reformulated to

Pmod,i = arcsin(—ny;)
nyA

¢m0d,i = arcsin <m) . (39)

Now we can derive the dynamic roll and pitch angles from
the SCADA data.

2.4 Measurement set-up and data

The three methods presented in this paper refer to a measure-
ment campaign which was carried out from August 2018 un-
til June 2019 in the German North Sea with a scanning lidar
positioned on the platform of the transition piece of a wind
turbine in the offshore wind farm Global Tech I (GT I). A
more detailed description of the measurement campaign is
given in Schneemann et al. (2020), and some measurement
data are published by Schneemann et al. (2019). In the fol-
lowing sections we will first present important information
about the measurement set-up, equipment and the wind farm
GT I (Sect. 2.4).

The offshore wind farm GT I consists of 80 turbines of
the type Adwen AD 5-116 with a total nominal power output
of 400 MW. 1t is located in the German North Sea approxi-
mately 100 km from the coast.
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Figure 7. Image of the WindCube200S installed on the transition
piece of the wind turbine in the offshore wind farm Global Tech I.
Picture taken by Stephan Vo8.

For the measurement campaign we had knowledge about
the coordinates of all turbines, as well as a subset of 1 Hz
supervisory control and data acquisition (SCADA) data, in-
cluding active and reactive power output, nacelle orientation,
wind speed, wind direction and turbine status.

The scanning long-range Doppler lidar we used for this
investigation is a Leosphere WindCube 200S (serial number
WLS200S-024) (see Fig. 7). It was installed on the transition
piece platform of the turbine GT58 at the westerly border of
the offshore wind farm GT I. For detailed information about
the lidar, we refer to Schneemann et al. (2020).

3 Results

In the following the results of the HT, the SSL and the PTM
are presented for the reference case.

3.1 Hard targeting

Since the lidar was installed on the platform southwest of the
tower of wind turbine GT58, we could not see a large part
of the wind farm Global Tech I (GT I) from the lidar. But
the turbines north and southeast were visible. When we in-
stalled the lidar it was oriented south-southeast. We made a
rough estimate for the lidar’s uncorrected north orientation of
yinit = 170° and used this as our initial estimate. We defined
the coordinates of the turbine GTS58 as the origin of our co-
ordinate system and used its coordinates as the initial guess
for the location of the lidar, i.e. Xipjt = Yinit = Om.

Figure 8 presents the results of the optimization for the
whole set of available hard targets that could be detected
from the lidar’s position. The orange dots represent the iden-
tified hard targets. The blue symbols show the positions
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Figure 8. Result of the HT. The blue symbols represent the turbine
layout. The orange dots are the hard target measurements Ly,. In
the upper right corner is a zoom in for the northernmost hard target
measurements.

of the turbines. The optimization yielded x¢ opt = —3.9m,
Y0,0pt = —4.3m and yg,opt = 171.65°.

For comparison, we applied HT not only to the entire set of
detected wind turbines (WTs) but also to the individual WTs
(Scenario 1: “individual turbines”), a subset of the various
WTs located up to a certain range away from the lidar (Sce-
nario 2: “increasing range”) and a subdivision of the WTs
into northern and southern WTs from the lidar (Scenario 3:
“north/south”). These three additional scenarios allowed us
to observe the sensitivity of the method with respect to the
set of available hard targets and their distances.

In the first scenario we applied the HT to the 17 individual
turbines which could be detected from the lidar’s point of
view (see Fig. 8). In this case one has to be careful that the
algorithm assigns the hard targets to the correct WT, since
the optimization can easily converge to an incorrect WT if
the initial values are not ideal. On average, this resulted in a
lidar alignment of 171.71° with a standard deviation of 0.58°.

In the second scenario, we artificially limited the range of
the lidar. We considered six cases in which we increased the
range in 1000 m increments from 1000 to 6000 m, with the
goal of investigating how the results change with the addition
of more hard targets.

Figure 9 shows the evolution of position determination
and alignment over the range. On average, the alignment was
171.63° with a standard deviation of 0.02°.

In the third scenario, we divided the hard targets into two
groups: those from the lidar to the north and the southern
hard targets. The mean value for the alignment from these
two groups is 171.65° with a standard deviation of 0.03°.
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Figure 9. Result of the HT for increasing range (Scenario 2). The
blue graph shows the evolution of the x coordinate over the range re-
striction. The red graph shows the y coordinate and the green graph
the azimuth angle.
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Figure 10. Example fitting of the modelled sea surface dis-
tances to the measured distances for a complete SSL scan. ¢ =
—0.025°, pgs1 = —0.201° and hgg = 24.560 m. Illustrated in a reg-
ular plot (a) and in a polar plot (b).

In Table 1 the statistics for the three scenarios are summa-
rized.

3.2 Sea surface levelling

3.2.1 Lidar levelling

In the first step, we determined the intersections of the laser
beam of the lidar with the sea surface for the sea surface lev-
elling scans according to Sect. 2.2.1. With the sea surface dis-
tance model (Sect. 2.2.2) we can use the optimization from
Sect. 2.2.3 to find the optimal set of parameters for the height
and roll angle and pitch angles. For the initial guess for our
parameters we chose hini; = 25 m, ¢ipir = 0° and pjpic = 0°.

Figure 10 illustrates an example result of the model fitting
for a single SSL scan. The blue dots show estimated distances
to the sea surface, which are scattered around the model fit
shown in red. Some uncertainty can be seen in the measure-
ments, but the fit still seems to reflect the distances well.
The optimization for this scan yielded ¢g5; = —0.025°, pg1 =
—0.201° and hgg = 24.560m.

We repeated this procedure for every available SSL scan
from our measurement campaign (see Sect. 2.2.1). On a stan-
dard personal computer, the optimization took about 1 to 2's
to compute a suitable solution per scan. Of our measure-
ments, 1935 scans passed our filter requirements, for which
we applied the SSL.

Wind Energ. Sci., 7, 283—297, 2022
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Table 1. Results of the HT for three scenarios.

Scenario Statistic ~ x position y position Azimuth angle y
1. Individual turbines Mean 8.76 m 10.27m 171.71°
SD 9.04m 12.17m 0.58°
2. Increasing range Mean —3.25m —4.48m 171.63°
SD 0.79m 0.20m 0.024°
3. North/south Mean —4.63m —2.33m 171.65°
SD 4.58m 5.84m 0.027°
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Figure 11. Height above sea level determined during 3 d of contin-
uous measurements. The blue dots represent the height of the lidar’s
scanning head above the sea surface as measured by SSL for a con-
tiguous subset of the SSL scan data. Offset-corrected sea surface
height from the NEMO model provided by the EU Copernicus Ma-
rine Service is shown in red.

Figures 11 and 12 display the results of our method for a
consecutive subset of our measurements. Figure 11 reflects
the tidal pattern in the German North Sea. As reference we
also show offset-corrected Nucleus for European Modelling
of the Ocean (NEMO) data (red graph) from the EU Coper-
nicus Marine Service (Madec and Team). In Fig. 12 we can
see the roll py, and pitch ¢y, angles of the lidar, which de-
scribe the levelling of the device, over the same time period.
Over the entire series of measurements, larger fluctuations
can be observed for both the roll angle and the pitch angle.
For directly consecutive measurements, however, the fluctua-
tions are very small in both cases. From this we conclude that
the measurement noise is low, and we attribute the changes
over the entire series of measurements to the variable thrust
loading of the turbine at different wind speeds.

3.2.2 Platform tilt angles

To easily process the results of the SSL along with the
SCADA data needed to determine the platform tilt, we re-
sampled the data to 5 min time steps using 5 min averages.
With this we have a joined set of 1142 measurements. After
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Figure 12. Roll py, and pitch ¢, angles of the lidar measured by
the SSL for a contiguous subset of the SSL scan data.

fitting the PTM to the measurements we achieved the follow-
ing results for the three parameters:

c=35°.10"4

, =0.025°,
s-kW P

pr = —0.109°. (40)

The parameter ¢ allows us to estimate the tilt angle of the
transition piece platform according to Eq. (31).

In Fig. 13 a comparison of the estimated tilt angles is de-
picted for all joined measurements. The black dots show the
tilt angle calculated by the PTM with the SCADA data. We
refer to this as the modelled tilt angle 704. The red dots show
the tilt angle of the lidar derived from the roll py, and pitch
¢m angles measured by the SSL using Eq. (33) and the esti-
mated resting roll p; and pitch ¢, angles by minimizing the
residual &;. We refer to this as the measured tilt angle 7y,.

The maximum modelled tilt angle is around 0.14° when
the turbine is in normal operation and the wind speed is close
to the nominal wind speed. There are a few periods when the
estimation of the PTM yields 0°. They coincide with situa-
tions without power production and associated thrust load-
ing. In these situations the measured tilt angle drops below
0°. We believe that the weight of the rotor pulls the tower and
consequently the transition piece platform forward, creating
a negative tilt angle. However, the amount is relatively small.
Therefore, we have not refined the model in this respect.
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Figure 13. Comparison of the measured tilt angle 7, (red) derived
from the roll pp, and pitch ¢, angles measured by the SSL and the
modelled tilt angle 7,04 estimated by the PTM (black) over the scan
number.
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Figure 14. Comparison of the modelled tilt angle 7;0q of the tran-
sition piece platform estimated by the PTM (x axis) to the measured
tilt angle 7y, derived from the roll py, and pitch ¢, angles measured
by the SSL (y axis) in a scatter plot. The colour of the scatter points
represent the wind speed measured by the turbine anemometer.

In Fig. 14 the measured tilt angle and the modelled tilt
angle are compared in a scatter plot to demonstrate the strong
linear correlation between our thrust estimation (see Eq. 31)
and the tilting of the transition piece platform.

In Fig. 15 we can see the modelled roll and pitch angles
in comparison to the values measured by the SSL. We ob-
tain them by inserting the estimated parameters into Eq. (38)
and then using Eq. (39). A few instances can be observed
in which the modelled angles remain temporarily constant at
their resting positions p, and ¢,. These are situations in which
the turbine has not produced any power; thus the thrust in our
model has been set to OkN, and thereby the tilt angle is also
0°.
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Table 2 summarizes the statistical deviations between the
measured and the modelled roll and pitch angles. The table
shows the number of measurements (count), the average de-
viation (mean), the root mean square error of the estimate
(RMSE), the largest negative deviation between the mea-
sured and the modelled angles (min), the lower quartile of the
error (25 %), the median (50 %), the upper quartile (75 %),
and the largest position deviation of the measured and the
modelled angles (max) for the roll and the pitch angle.

4 Discussion

The hard targeting scans and sea surface levelling scans are
very valuable measurements for an offshore lidar campaign.
They do not require additional equipment and only take a
rather small amount of time but can help improve the accu-
racy of the measurement campaign significantly. The knowl-
edge of the correct orientation and position of the lidar is
essential for measurement campaigns in which local effects,
e.g. turbine wake and induction zone, are analysed. Informa-
tion about the levelling of the device is useful for all mea-
surements but especially for long-range measurements since
the error in measurement height due to a misalignment scales
linearly with the range.

HT to determine the north alignment and position of a
long-range lidar is a commonly used technique that proba-
bly evolved from cross bearing in navigation and is based on
standard geometry. Nevertheless, we have not found a con-
sistent description of the method in the literature that relates
to the calibration of long-range Doppler wind lidars and can
be easily applied in a wind farm. Therefore, we wanted to
dedicate a small part of this paper to the presentation of a
simple method that can accurately determine the position of
the lidar in addition to the north orientation. In our study we
applied the method to a subset of the available hard targets in
three different scenarios to investigate the sensitivity of the
method towards the amount of suitable data.

In Scenario 1 we applied the HT to the 17 individual wind
turbines we could detect in the hard target scans and com-
puted mean and standard deviation of the orientation and po-
sitioning. The results show that the method is not very ac-
curate when applied to individual turbines. Especially in the
case of positioning, there are larger deviations in the results.
This is due to the fact that the detection of individual hard tar-
gets is not very accurate because of probe length averaging.
In addition, only the coordinates corresponding to the centre
of the tower were available for the individual turbines. Un-
fortunately, no statement could be made about the accuracy
of these coordinates.

In Scenario 2, the method was applied to hard targets
within a certain measurement range. The range was succes-
sively increased until all available data were included. This
example demonstrates how adding additional hard targets en-
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Figure 15. Comparison of the roll py and pitch ¢ angles mea-
sured by the SSL and the roll py,oq and pitch ¢p0q angles modelled
by the PTM.

Table 2. Error statistics of the modelled roll and pitch angles to the
measured roll and pitch angles.

Statistic  (om,j — Pmod, j)j [°]1  (Pm,j — Pmod, ;) ;j [°]
Count 1142 1142
Mean 4.6x 1073 48 %1073
RMSE 0.0174 0.0204
Min —0.0607 —0.0872
25 % —0.0117 —0.0104
50 % —0.0002 —0.0005
75 % 0.0112 0.0112
Max 0.0977 0.0529

sures that the results for positioning and alignment each con-
verge to a constant value.

In the third scenario, the set of available hard targets was
divided into the northern and southern turbines when viewed
from the lidar. The results show that the orientation is de-
termined almost identically for both subsets, but there are
differences of several metres in the positioning. This is due
to the fact that for both subsets the vectors to the respec-
tive hard targets are almost linearly dependent on each other.
For a more precise positioning, reference points are needed
which are located in as different directions as possible (ide-
ally orthogonal to each other).

Overall, the accuracy of the determination of position and
orientation by the method presented here increases with the
number of hard targets detected. The results from Scenario 2
show that especially the determination of the orientation has
a very high accuracy.

In connection with hard target scans, it is recommended to
investigate the pointing accuracy of the lidar’s scanner unit
as discussed in Vasiljevic (2014). Depending on the device
or device type, there may be different sources of inaccura-
cies, such as the backlash problem. It is therefore advisable to
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quantify such errors before a hard target scan by performing
scans with different scan speeds or scan rotation directions.

The SSL is a rather new technique, which was first intro-
duced in Rott et al. (2017). In this paper we extended the
method and explained it in more detail. The advantage of
this method is that by only using the lidar itself and the sea
surface, it reaches a very high accuracy in determining the
levelling. Since the laser itself is utilized, this is even an ad-
vantage over additional alignment sensors attached to the li-
dar’s housing.

Figure 6 shows that a misalignment of 0.1° leads to a max-
imum difference in distance of more than 30m for the given
set-up. This demonstrates the sensitivity of the shape of the
intersection with regards to the pitch angle of the lidar de-
vice. This sensitivity strongly depends on the elevation angle
of the PPI scan. Here we have chosen an angle of g4 = —3°
based on experience from previous campaigns. A smaller ab-
solute angle further increases the sensitivity of the intersec-
tion shape, but this also increases the uncertainties caused
by waves. In general, the elevation must be chosen to match
the measurement set-up, the most important thing being that
there is a direct line of sight to the water surface for as large a
sector as possible. The setting of the range gates should also
be selected carefully. In our case, we chose a 1 m resolution
that sufficiently resolves the drop in CNR value at which the
beam hits the water (see Fig. 4).

A large source of uncertainty is the determination of the
distance to the sea surface (Sect. 2.2.1). It is possible that the
method presented here systematically overestimates or un-
derestimates the distances. However, as long as this is done
consistently, only the size but not the general shape of the
intersection with the water surface is affected by this. This
leads to an error in the estimation of the height but not in
the estimation of the angles. Due to the flat elevation an-
gle, an over- or underestimation of the distance by, for exam-
ple, 20 m results in an over- or underestimation of the height
above the water surface by approx. 1 m. Another source of
uncertainty in the determination of the distance to the sea sur-
face are waves, thus the best time for the SSL scan is when
the water surface is very calm. However, the effects of a mis-
aligned lidar are so significant that we perceive the influence
of the waves as measurement uncertainty, which is largely
averaged out in the measurements. A further source for the
deviation of the measured distances and the model fitting,
which can be observed in Fig. 10, is movement of the tran-
sition piece platform during an SSL scan. With our set-up
one SSL scan took approximately 5min to execute; there-
fore fluctuations with a higher frequency change the shape of
the intersection of the laser beam with the sea surface. This
is not considered in the model fitting. The SSL as described
here therefore gives an average value for the levelling over
the scan duration. Furthermore, the movement of the tran-
sition piece platform is only modelled as a rotation at the
scanner head. It is likely that the origin of the rotation for
the tilt is located further below, resulting in movement of the
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lidar. However, since the angles are relatively small, the mo-
tion is primarily lateral and does not affect the distances to
the sea surface; only the change in height due to bending of
the tower base directly affects the distance to the sea surface.
Since these changes are very small and, moreover, the point
of origin cannot be accurately determined, we have neglected
this. Lastly, the accuracy of the model fitting also depends on
the quality of the SCADA data. Especially the nacelle ori-
entation has an important role for the thrust model. A devia-
tion in the measurement of the nacelle orientation leads to a
systematic error in the tilt model. For our measurement cam-
paign we checked this sensor and assumed that the error or
the orientation of the turbine is within 2°.

Nevertheless, the results of the SSL are considered very
reliable. This is supported by the fact that successive mea-
surements for levelling lead to very similar results, which
can be seen in Fig. 12. In addition, the temporal develop-
ment of the roll and pitch angles can be described on average
very well by means of the PTM (see Fig. 15). If we look
at the results in Table 2, we can see that the RMSE is only
about 0.02° for both roll and pitch. We assume that the to-
tal model error is of the same order of magnitude. Without
power output the turbine’s thrust model yields zero loading,
and the modelled angles take their resting position. In Fig. 15
we can observe periods when this occurs, and the modelled
roll and pitch angles are constant. In these situations we can
clearly see a deviation to the measured values, and therefore
the thrust model does not seem to work that well. This is
probably because a turbine also exerts wind loading when
it is not producing power, and even if the wind speed and
therefore the thrust are very low, the tower top tilt moment
due to the excentric weight of the rotor-nacelle assembly can
lead to an inclination of the transition piece platform, which
is not considered in our tilt model. In this respect, the model
could be improved in the future.

SSL allows us to determine the levelling of a lidar.
Thereby larger inclinations can be identified and corrected at
the beginning of a measurement campaign. But even if a cor-
rection is not possible for logistic reasons and, as we discov-
ered, dynamic variations of the levelling occur, it is helpful
to know the exact orientation of a lidar so that the measure-
ments can be interpreted accordingly, as was done in Schnee-
mann et al. (2021). To illustrate, we consider an example of
the effects that inclinations can have on measurements. In our
measurement campaign we observed a maximum absolute
roll angle of about 0.25° (see Fig. 15). This angle alone, for
a horizontal PPI scan, causes the height of measurements at
1 km distance to be wrong by up to approx. 4.4 m depending
on the azimuth angle. For typical long-range lidars measur-
ing up to 8 km, this builds up to about 35 m, which is more
than the height above the water surface of about 25m for
our measurement campaign. This means that at a distance of
about 6.5 km we would have hit the sea surface at a down-
ward inclination (Earth curvature taken into account), while
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at an upward inclination we would have more than doubled
the measurement height.

The transition piece platform in our measurement cam-
paign was mounted on a tripod with a water depth of about
40 m. Even though the water depth is comparatively large, we
would expect that even larger tilt angles can occur at wind
turbines that are mounted on a more flexible monopile and
probably even larger at floating wind turbines. For nacelle-
based lidar measurements the movement of the nacelle is in
the order of 1 to 2°. This emphasizes the importance of know-
ing the correct alignment. We think that in the future addi-
tional sensors should be utilized that can directly measure
the levelling of the lidar with high accuracy. These should
be compared to the results of the SSL, thus providing a ref-
erence for the alignment of the laser with which the correct
installation of the sensor can be verified. Until then, we rec-
ommend performing the HT at the beginning of a measure-
ment campaign to correct the orientation. Afterwards, the
SSL should be run continuously to determine the levelling
and to obtain sufficient data for the parameterization of the
PTM. During the campaign, it is recommended to repeat the
SSL from time to time to check if the parameterization is still
acceptable and the levelling of the lidar is still correct.

Furthermore, it should be explored how information from
such sensors can be directly incorporated into the lidar con-
trol to dynamically correct the elevation of the scanner head,
or whether it is possible to mount the lidar or the scanner of
the lidar in a Cardan suspension.

5 Conclusions

The objectives of this paper were to present two methods
for accurately estimating the position, orientation and lev-
elling of a long-range lidar in an offshore environment and
in addition to introduce a model that can estimate turbine-
induced inclinations from turbine operating data. This infor-
mation can be used to correct the position data of the measur-
ing points of ongoing lidar measurements. On the one hand, a
more precise orientation of the lidar helps to transfer the mea-
surement points more accurately into the global coordinate
system, and, on the other hand, it provides a better estimate
of the actual height at which the wind speed was measured
by a lidar. This helps to reduce uncertainties in long-range-
scanning lidar data analysis.

HT, SSL and the PTM are described in detail and applied
to data from an offshore measurement campaign. For HT, we
have shown that the presented method takes advantage of de-
tecting multiple hard targets in different directions, thereby
increasing the accuracy. While we assume an error of about
1 m for the positioning of the instrument, the northing results
in consistent values, which indicate a very high accuracy (see
Table 1). For SSL and the PTM, the evaluations (Table 2)
show that the inclinations measured by the SSL can be re-
produced by the PTM with a very high accuracy. In addition,
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the SSL also provides a good estimation of the water surface
height.

The HT is not limited to being used offshore and should
be applied to every long-range lidar campaign to estimate
the orientation and positioning at the start of a measurement
campaign. While the PTM presented here was developed
specifically for use of a lidar on the platform of a transition
piece, it can be extended to other offshore sites where tilt is
related to the thrust of the wind turbine.

In general, knowledge about the positioning, orientation
and levelling of remote sensing equipment is crucial for suc-
cessful measurements at longer distances. We therefore con-
sider it very important to perform calibration measurements
as proposed in this paper during each measurement cam-

paign.
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