Lessons learned in coupling atmospheric models across scales for onshore and offshore wind energy
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Abstract. The Mesoscale to Microscale Coupling team, part of the U.S. Department of Energy Atmosphere to Electrons (A2e) initiative, has studied various important challenges related to coupling mesoscale models to microscale models for the use case of wind energy development and operation. Several coupling methods and techniques for generating turbulence at the microscale that is subgrid to the mesoscale have been evaluated for a variety of cases. Case studies included flat-terrain, complex-terrain, and offshore environments. Methods were developed to bridge the \textit{terra incognita}, which scales from about 100 m through the depth of the boundary layer. The team used wind-relevant metrics and archived code, case information, and assessment tools and is making those widely available. Lessons learned and discerned best practices are described in the context of the cases studied for the purpose of enabling further deployment of wind energy.

1 Introduction

Whether one is planning for where to deploy future wind farms, micrositing turbines within a wind farm, or designing optimal wind farm control, it is crucial to include the impacts of the large-scale (mesoscale, meaning thousands to hundreds of thousands of meters) flow as well as to model at the microscale (on the order of meters to tens of meters). As much of the energy of the atmosphere resides in the largest scales, correctly modeling those scales as well as the turbulence and energy dissipation at the microscale provides the most accurate picture of the flow and energy available for harvest.

The models for the two scales tend to be disparate, however. Although both sets of models are numerical discretizations of the Navier–Stokes equations, they are built for different purposes. The mesoscale models are formulated for weather forecasting; have larger grid spacing over larger domains; and include parameterizations of many of the processes that are important for correctly modeling atmospheric flow, such as radiative transfer (shortwave incoming and longwave outgoing), boundary layers, surface layers, cloud microphysics, land surface models, and more. Including such parameterizations is necessary to predict the flow accurately. Mesoscale models are also initialized with initial and boundary conditions from global models, which include the day-to-day weather fluctuations. On the other hand, microscale models are able to resolve details of terrain and wind turbines at a scale not available to the mesoscale models. But the microscale models do not include all of the atmospheric-
physics parameterizations of the mesoscale models. Thus, the solution to obtaining accurate flow prediction representing all relevant scales is to couple the mesoscale models to the microscale model. Such coupling has long been a goal of modelers, but there have been a myriad of issues to work out. Some issues include the following:

- The mesoscale models are usually fully compressible, while microscale models are typically incompressible or Boussinesq, where density differences are ignored except as they change buoyancy.

- The gap between the typical resolutions of the two types of models – between about 100 m and traditionally 1000 m – known as the inner “grey zone” or the terra incognita, has been difficult to bridge (Wyngaard, 2004) (see Sect. 2.1).

- Treatment of surface conditions is often inherently different due to surface inhomogeneities that become important at the microscale (see Sect. 2.2).

- The best ways to couple the two models must be identified (see Sect. 2.3).

- One must find ways to initiate turbulence at the microscale that is not resolved at the mesoscale (see Sect. 2.4).

- Adding complexity, whether it comes from complex terrain or coupling atmosphere to ocean and wave models, complicates the picture and requires separate treatment (see Sect. 2.6).

- Assessing how the models perform must be accomplished in the context of wind energy needs (see Sect. 2.7).

- The uncertainty in the model results should be quantified to be most useful (see Sect. 2.5).

- There is room for improvement in model parameterization (see Sects. 4.1 and 4.2).

- And finally, how can modern techniques such as improved parameterizations and machine learning be leveraged to improve modeling (see Sects. 4.2 and 4.3)?

As part of the U.S. Department of Energy (DOE) Atmosphere to Electrons (A2e) initiative, the Mesoscale to Microscale Coupling (MMC) team was charged with studying these issues and more. The goal of the project has been to improve coupling between mesoscale and microscale simulations via enhanced guidance and create new strategies for setting up simulations and for the development of new tools that can be used across the community. This philosophy recognizes that including the mesoscale forcing is critical to modeling the full energy transfer across scales in the atmosphere. Specific objectives include the following:

- apply verification and validation techniques to the new modeling tools and develop estimates of the uncertainty,

- reduce turbulence spin-up time in microscale simulations and hence decrease their computational cost,

- improve the surface-layer treatment in microscale models to more accurately simulate wind speed and shear over the rotor diameter,

- develop best-practice guidance for the community,

- prepare best-practice guidance for the community,

- transition MMC research to the offshore environment.

Figure 1 illustrates the team’s approach. The goal is to provide more realistic turbulence-resolving simulations through coupling these scales. The team leveraged a case study approach to address these issues (Haupt et al., 2019a). By working in the framework of studying particular situations for which we have observations, we can better develop and assess tools to best match real-world situations, which is particularly important for studying nonstationary meteorological conditions (such as frontal passages, thunderstorm outflows, baroclinic systems, and low-level jets) or when considering changes in atmospheric stability associated with the diurnal cycle. In essence, the objective is to have the microscale model “follow” the mesoscale model through dynamic changes while appropriately modeling the fine-scale behavior of the flow. The approach is to select case studies from field programs or observational data to identify challenging atmospheric conditions and test methods to simulate them. Most of these datasets are from DOE-sponsored facilities in flat and complex terrain as well as from offshore sites and are available on the Wind Data Hub (Atmosphere to Electrons, 2023). The mesoscale modeling has focused on a widely used community model, the Weather Research and Forecasting (WRF) model (Skamarock et al., 2008). Several mesoscale models have been tested, including the large-eddy simulation (LES) version of WRF (WRF-LES) that can be run online, where the inner nest derives the conditions directly from the outer nest during the simulation, and several offline models, such as Nalu-Wind (Kaul et al., 2020) and the Simulator for Wind Farm Applications (SOWFA; Churchillfield et al., 2012), which are run after the mesoscale model with inputs derived from those previous runs. Some aspects of the coupling that merit study include the surface and boundary conditions; bridging the terra incognita; initializing turbulence at the microscale that is not resolved at the mesoscale; the coupling methods themselves; and dealing with multiple sources of flow complexity, including complex terrain, coastal flows, and offshore flows. The testing is grounded in rigorous verification and validation configured specifically for wind energy plus uncertainty quantification, emphasizing determining parametric uncertainty in turbulence modeling in microscale simulations.
An emphasis of the project is testing, evaluating, and comparing multiple methods of coupling the outer mesoscale flow to the microscale flow. Some methods use a single model (currently, WRF) at both scales, which ensures continuity across scales (internal coupling). Other methods incorporate forcing information from the mesoscale into a standalone microscale model (external coupling). This work is based on several preliminary investigations using WRF for both internal (Liu et al., 2011; Mirocha et al., 2014b; Muñoz-Esparza et al., 2014, 2015) and external (Zajaczkowski et al., 2011; Gopalan et al., 2014) MMC, showing both promise and direction for future development. Rigorous comparisons of methods for different conditions and use cases provide insight into best practices. Another effort seeks to compare different methods of generating turbulence in the microscale models that is unresolved by the mesoscale forcing. The turbulence generation intercomparison was greatly facilitated by the development of Python-based assessment tools that are used via shared Jupyter Notebooks. This effort includes design, testing, and deploying common code bases to simulate and assess the flows, which are now available on the public MMC GitHub (Quon et al., 2023a).

The team has archived simulation codes and model workflows for a range of case studies that can be used as a starting point for users to develop their own applications. Model codes and preprocessing and postprocessing scripts are available on GitHub in Quon et al. (2023a, b, c), Gill et al. (2023), and Hawbecker et al. (2023a). Online documentation resides in a “Read the Docs” format (Mesoscale-to-Microscale Coupling, 2023). The goal of the code and workflow release is to promote high-fidelity coupled simulation capability to advance wind energy deployment through better knowledge of the atmospheric conditions that drive energy harvest in wind farms. Modelers are invited to test our models and workflows available in the GitHub references listed above.

This paper describes what we have learned about some of the difficult issues of coupling (Sect. 2); presents case studies that were accomplished (Sect. 3); and discusses how enhanced methods, such as improved parameterizations and machine learning, can help accomplish our goals (Sect. 4). Section 5 concludes with a summary and a list of lessons learned plus suggests where future research should focus. Recommendations for best practices are sprinkled throughout the paper.

2 Some lessons learned

The course of the research has investigated the topics laid out in Sect. 1, and here we summarize the work that has led to lessons we have learned.

2.1 The terra incognita

In coupled mesoscale–microscale simulations, including horizontal grid resolutions falling within the terra incognita is almost inevitable. The terra incognita, coined by Wyngaard (2004), is the range of horizontal grid spacings where turbulence models used in both mesoscale and LESs do not
work properly. The MMC project investigated the impact of the \textit{terra incognita} in coupled simulations (Rai et al., 2017, 2019). Our work suggests that the impact of the \textit{terra incognita} can be minimized using an appropriate choice of the horizontal grid spacing, turbulence modeling (dependent on the horizontal grid spacing), and grid refinement ratio (GRR) applied between the mesoscale and microscale simulations. The most important consideration is that the horizontal grid spacing of the mesoscale simulation should be at least comparable to the boundary layer depth. Horizontal grid spacing smaller than the boundary layer depth produces erroneous structures in the simulated flow. Applying a GRR that allows for simulations to jump over the \textit{terra incognita} not only alleviates the problem but also reduces the number of computational domains. A larger value of GRR, however, also increases the fetch needed to generate turbulence on nested domains due to the inertia of larger structures transported from the parent domain. The need for a larger fetch can be mitigated by applying perturbations along the inflow boundaries of the domain (Sect. 2.4). In situations where the GRR (between mesoscale and microscale domains) becomes large, it can be beneficial to use the LES three-dimensional (3D) turbulence model (e.g., Smagorinsky, 1963) in the \textit{terra incognita} region, provided that the horizontal grid spacing is closer to 100 m, and then jump to grid spacing larger than the boundary layer depth using the GRR (Rai et al., 2019). However, the use of a 3D LES closure when the grid spacing is too coarse to resolve any of the motions responsible for momentum transport can result in incorrect stress profiles, leading to significant errors in wind speed within the atmospheric boundary layer (ABL). The recently developed 3D planetary boundary layer (PBL) Mellor–Yamada scheme (Juliano et al., 2022) fills a critical gap in this regard, providing for a consistent representation of transport at scales finer than traditional mesoscale applications but at scales too coarse to rely upon a 3D LES turbulence closure (Sect. 4.1).

2.2 Surface layer

The surface layer (SL) traditionally represents approximately the lowest 10\% of the atmospheric boundary layer (ABL), within which the vertical fluxes of heat, momentum, and other constituents are assumed to approach nearly constant distributions with height above the surface. Parameterization of the exchanges of these quantities between the surface and the atmosphere within atmospheric models relies upon various SL scaling relationships, since the vertical grid spacing in such models is generally too coarse to use a no-slip boundary condition. The particular SL scaling employed, along with characteristics of the model spatial discretization and the turbulence closure employed to model turbulent exchanges above the surface, all interact to influence the application of the surface boundary condition in atmospheric models and subsequently impact resulting flow and other SL and ABL characteristics.

The most commonly employed SL scaling relationship used within atmospheric models is the Monin–Obukhov similarity theory (MOST; Monin and Obukhov, 1954). MOST provides relationships to parameterize the fluxes between the surface and atmosphere based on a small number of surface and near-surface atmospheric-flow parameters. While MOST is well established, relatively simple, and widely used, it is based on a number of assumptions, including uniform terrain, horizontal homogeneity of both surface and atmospheric variables of interest, steady flow and forcing conditions over time, and the appropriateness of ensemble mean values of the parameterized fluxes. These assumptions are reasonably well satisfied in most historical numerical weather prediction and mesoscale atmospheric simulations, due in part to the use of coarse grid spacing, which satisfies the appropriateness of ensemble mean representations within each grid cell, while also not resolving sharp transitions in terrain features, horizontal heterogeneities, and meteorological forcing. However, the recent transition toward the use of higher resolution in many mesoscale applications sharpens the representation of some or all of these features, all of which increasingly violate the assumptions upon which MOST is based.

While the use of high horizontal resolution violates the applicability of MOST for one set of reasons, the use of high vertical resolution can create additional problems, especially in settings for which a logarithmic mean profile shape is not expected, such as within forest canopies or over significant surface waves or ocean swell. Moreover, care must be taken not to place the lowest model grid cell too close to the surface.

Microscale atmospheric LES models also routinely apply MOST to formulate the surface stresses at each surface grid cell based on the instantaneous time-varying horizontal velocities above. Even under highly idealized conditions satisfying the assumptions of MOST in the aggregate, such models violate the appropriateness of the ensemble mean assumption.

Despite the abovementioned caveats, MOST is still routinely applied in atmospheric simulations at all scales, owing primarily to a dearth of alternatives. To improve its applicability, as well as the performance of simulating flow within the SL more generally, numerous approaches have been developed, including various damping (Mason and Thomson, 1992) and correction factors (Khani and Porté-Agel, 2017), the use of more advanced turbulence subgrid-scale (SGS) models (Bou-Zeid et al., 2005; Chow et al., 2004), taking care to properly set the computational mesh to have the proper width-to-height ratio (Brasseur and Wei, 2010), and the use of additional near-wall stress parameterizations (Brown et al., 2001) to distribute the surface stresses vertically. The impacts of many of these methods on improving LES performance within the WRF model in wind-energy-relevant applications has been examined in Mirocha et al. (2010), Kirkil et al. (2012), Mirocha et al. (2013), and Mirocha et al. (2014b).
SL modeling has also been extended to applications over forested landscapes for which a logarithmic vertical profile of mean wind speed is not observed (see review by Patton and Finnigan, 2012). These methods are based on the addition of momentum sink terms to the governing horizontal momentum equations to account for the increased drag effects of foliage, with the magnitude of the drag expressed in terms of a leaf area index, which represents the surface area of vegetation as a function of height. Modifications to elements of the SGS model, including eddy viscosity coefficients and SGS turbulence kinetic energy (TKE), may also be included in such formulations.

Arthur et al. (2019) implemented the plant canopy model of Shaw and Patton (2003) into the WRF model and demonstrated the ability of WRF-LES to recover expected distributions of winds and turbulence quantities in an idealized plant canopy. Arthur et al. (2019) additionally combined concepts from the plant canopy approach and the near-wall stress models used in various LES SGS formulations (Kirkil et al., 2012) to develop a novel distributed drag implementation for the parameterized surface stresses. This model applies the expected surface momentum stresses as drag terms in the horizontal momentum equations, distributed vertically over the several lowest model grid cells. When applied in LESs using the MOST surface boundary condition, this approach significantly improves agreement between simulated mean wind speed profiles and their expected similarity relationships.

In addition to improving the implementation of MOST within atmospheric solvers, significant progress has also been achieved in developing an alternative to MOST using machine learning (ML) to relate surface exchange to relevant atmospheric and surface parameters obtained from observations. Details of this approach are provided in Sect. 4.2.

### 2.3 Coupling methods

Over the course of this project, we have explored different frameworks for coupling mesoscale simulations to microscale LESs. Figure 2 depicts the various ways of classifying coupling strategies. Coupling approaches can be classified according to the following properties: communication directionality (i.e., one-way or two-way coupling), communication strategy (i.e., online through system memory or offline through file system), information transferred (i.e., direct quantities such as wind speed, temperature, and surface fluxes or indirect quantities such as tendencies from the mesoscale budget), and the information transfer location (i.e., inflow/surface planes at the LES boundary or through the entire flow volume). A comparatively low-cost method for coupling the mesoscale to the microscale is via an offline, periodic LES, which includes internal height–time-varying source terms that provide mesoscale influence on the microscale. For this approach, mesoscale simulation output is saved over a one-dimensional (1D) column at a regular temporal interval (e.g., 10 min); this information is used with data assimilation techniques to force the periodic simulation toward the desired mesoscale behavior. One way to achieve this forcing is through what we term “profile assimilation”, in which the microscale velocity and potential temperature solutions are plane-averaged at each height at a given time. Those resultant mean profiles are compared with the desired mesoscale profiles, and the difference is used to determine the amount of forcing required to drive the microscale mean vertical profiles to match those of the mesoscale. One of the key lessons learned in this study is that with a strong forcing that enforces the microscale mean vertical profiles to very closely match those of the mesoscale (what we term “direct profile assimilation”), unrealistic turbulent fields sometimes form in the microscale simulation. This may be a natural LES response to mesoscale profiles that are superadiabatic over too much of their vertical extent. To deal with this, we developed a method that allows the microscale simulation more freedom to depart from the exact mesoscale vertical structure (what we term “indirect profile assimilation”) but which will follow all the mesoscale trends in time (Allaerts et al., 2020, 2023). Alternatively, the mesoscale forcing can be included by imposing height–time-varying source terms in the microscale LES. The forcing accounts for large-scale advection and the driving pressure gradient and is extracted from the mesoscale simulation (Draxl et al., 2021). Any of these methods, though, assume a horizontally homogeneous forcing field and are applicable only to homogeneous cases that are well represented by periodic boundary conditions. Although it is theoretically possible to apply an internal source term that varies three-dimensionally in space to represent horizontally heterogeneous situations, we have not explored that approach; however, others (Sanz-Rodrigo et al., 2021) have demonstrated the validity of that approach. Instead, for horizontally heterogeneous domains or simulations that resolve turbines, we have focused our attention on boundary-coupled simulations, which provide the highest degree of generality. Boundary-coupled simulations can be conducted via online or offline coupling.

For offline coupling, the mesoscale output once again needs to be saved at regular temporal intervals to provide boundary forcing for the LES. However, instead of 1D profiles, two-dimensional (2D) planes must be saved, which increases the input/output (I/O) and storage requirements considerably. Boundary coupling allows for simulation of a heterogeneous domain for resolving complex terrain, mesoscale flows with significant horizontal gradients, or wind farms.

Online-coupled cases downscale from the mesoscale through nesting, usually within a single code; this allows for a potentially streamlined workflow, as the downscaling usually involves setting runtime input parameters. Advantages of an online-coupled simulation is the ability to use consistent numerics and complete atmospheric physics across spatial scales, as well as the ability to perform two-way coupling. However, because mesoscale meteorology models are usually not developed with LES applications in mind, this
A coupling approach requires greater overhead and poorly optimized parallelization of computing resources for the LES domain, imposing severe restrictions on the ability to conduct large numbers of simulations. Note that a current DOE initiative focuses on development of mesoscale (ERF, Energy Research and Forecasting model) and microscale (AMR-Wind; adaptive mesh refinement) models that are aimed at exascale high-performance computing (HPC) platforms. However, also note that online coupling of mesoscale and microscale models that are based on the same formulation, i.e., equations, and use the same numerical discretization simplifies coupling and results in more consistent simulations across scales. Offline boundary-coupled simulations, however, are able to achieve higher simulation throughput, which is crucial for parameter selection, sensitivity studies, or wind plant design applications. We conducted a series of case studies directly comparing these approaches: one in a flat, fairly homogeneous onshore environment (Sect. 3.1, Allaerts et al., 2020; Draxl et al., 2021; Allaerts et al., 2023) and one in the offshore environment (Sect. 3.5, Thedin et al., 2023). Further case studies demonstrate the use of these techniques in complex terrain (Sect. 3.3 and 3.4), resolving the coastal boundary (Sect. 3.6), or in the offshore environment with variable shallow-water roughness and sea surface temperature (Sect. 3.6).

We note that while the stand-alone microscale solver adds complexity to the setup, it allows for greater flexibility. Most importantly, it allows for the study of the interaction of realistic weather conditions, complex terrain, and turbines. The turbines can be coupled with aero-servo-elastic models using OpenFAST (2022; see Sect. 3.5.2). In the workflows presented in this paper, the turbine can be represented by actuator disk or actuator line models. Note that the stand-alone, offline approach even allows for the use of blade-resolved approaches.

### 2.4 Initializing turbulence

LESs are designed to explicitly resolve the energetically important scales of turbulence and the resulting fluxes and transport those motions generate within the flow. Models using grid spacings that are too coarse to resolve those motions must instead rely on parameterizations (e.g., PBL schemes) to represent those processes. Therefore, when forcing LESs with mesoscale atmospheric data at the domain boundaries, either online or offline, a domain fetch is required for the resolved scales of motion to appear within the LES flow field, since those motions are not resolved within the inflow data. A similar issue is encountered when forcing LESs with observations, as most observational datasets do not contain sufficient spatiotemporal frequency to specify the turbulence field. In each of these cases, the fetch required for resolved-scale turbulence motions to form and equilibrate to the large-scale forcing within the LES domain can be extensive and represents a significant computational burden. The amount of fetch required depends on multiple contributing factors, including surface roughness and terrain, wind speed, and atmospheric stability. Generally, for a computation using specified inflow conditions during unstable conditions, the reduction in fetch due to perturbations can be small, perhaps only around 100 grid cells in the direction of the mean flow. However, during neutral or stable conditions, perturbation can foreshorten the fetch by several hundred grid points, which can constitute a computational savings of 50% or more. Moreover, the flow field within the fetch will not represent either the mean or turbulence fields during the process of turbu-
velocity spin-up and equilibration well. To ameliorate both the computational overhead and flow inaccuracies within LESs forced in this manner, several inflow perturbation methods have been developed and examined within the MMC project. These methods have been shown to successfully promote the formation and equilibration of resolved-scale turbulence within LESs driven by mesoscale data and low-frequency observations, leading to substantial reductions in computational expense by permitting the use of smaller LES domains while simultaneously improving the accuracy of the flow field beyond the fetch. The inflow turbulence perturbation approaches that were examined within the project are briefly described below.

2.4.1 Stochastic cell perturbation method

The cell perturbation method (CPM) is based on the application of perturbed values of atmospheric temperature or velocity to “cells” (groups of contiguous model grid points in the horizontal and vertical directions) located just within the lateral edges of an LES domain (Muñoz-Esparza et al., 2014, 2015; Mazzaro et al., 2019). Optimal choices for the amplitude, size, and number of cells impart variability upon the inflow that rapidly generates resolved-scale turbulence. Since the magnitude of the perturbation applied within each cell is drawn from a random distribution with a mean of zero, the method does not impose spatial correlations or turbulence structure explicitly. Rather, the mixture of random amplitudes and spatial correlations among the cells leads to the development of turbulence that is consistent with the large-scale forcing, defined by the ABL depth, surface roughness and temperature fluxes, and the distributions of mean winds and temperature – the latter contained within the inflow.

The CPM has been successfully applied in both idealized and real-data simulations for wind energy applications, including a diurnal cycle over an area of wind energy development in the US Midwest region (Muñoz-Esparza and Kosovic, 2018), during a ramp event interacting with a param-eterized wind farm in the central Great Plains (Arthur et al., 2019), and in offshore resource characterizations in the North Sea (Thedin et al., 2023) and US East Coast regions (Hawbecker et al., 2023a), in each case showing improvement in the LES wind field relative to unperturbed simulations.

2.4.2 Synthetic turbulence method

Synthetic turbulence, such as the Mann method (Mann, 1998), is applied along the inflow boundaries of the LES domain to help generate realistic turbulence. The Mann synthetic method produces the turbulent winds in the three-dimensional volume, which is converted to a time series of inflow planes employing the frozen turbulence hypothesis. This method uses the spectral tensor of wave vectors to generate the isotropic turbulence and makes it anisotropic by applying the rapid distortion theory to the turbulent wind field. The inputs for controlling the variances of the turbulent field are the length scale and scaling intensity factor that controls the turbulent energy in the flow. If observations are available, we usually adjust the turbulence intensity by scaling the square root of the variances from the observations before applying it to the microscale model within the boundary layer depth. Similarly, the frequencies of the turbulent inflow field at the domain boundaries can be adjusted based on the inflow wind speed. In addition to the Mann method, synthetic turbulence methods, such as TurbSim (Jonkman, 2006; Kelley, 2011; Rinker, 2018), can also generate turbulence along the inflow boundaries. Unlike the Mann method, TurbSim generates inflow planes in the time domain. If observations are available, the simulated turbulence can be forced to match an input time series, and the structure of the turbulence can be controlled through empirical coherence functions. These methods have been compared to the CPM for flat terrain (Haupt et al., 2019b, 2020) as well as for offshore environments (see Sect. 3.5).

2.5 Quantifying uncertainty

Modeling the atmosphere, at both meso- and microscales, is subject to uncertainty from a variety of sources. Uncertainty propagates from the data used to specify initial and boundary conditions (e.g., reanalysis-based flow fields, land surface properties, sea surface temperature data), from the form of model closures, and from specific parameter values used within a closure. Sensitivities to these uncertain factors may display complex, nonlinear interactions. Therefore, constraining the impacts on model predictions – particularly when considering coupled mesoscale–microscale modeling – is difficult. A powerful, albeit computationally intensive, approach to evaluating uncertainty in atmospheric-model closures is to generate an ensemble of simulations that sample across a range of parameter values. To adequately capture potential nonlinearities in the atmospheric-model response, several dozen or more ensemble members are typically re-

1 Within the fetch region, both the turbulence and mean flow statistics change rapidly, with turbulence developing and the mean flow responding to those changes. Random perturbations applied just inside the inflow plane(s) produce uncorrelated gradients that, through the action of the governing equations, develop into robust turbulence features with expected correlations and energetics. During this process, there is often an associated reduction in mean wind speeds and a small change in wind direction near the surface, due to a temporary reduction in downward momentum transport – since the mesoscale closure is no longer providing that within the LES domain and the turbulence within the LES domain has not yet developed the correlated structures responsible for downward momentum transport. The length of this region varies with stability and mean wind speed, with more stable and higher wind speeds generating longer transitional fetches. However, the mean and turbulence statistics of the flow do asymptotically approach their equilibrium values, after which no significant changes are observed with increasing distance from the inflow.
quired. However, once such a perturbed parameter ensemble is generated, it may be extensively interrogated using a variety of meta-modeling techniques. For example, generalized linear models were used by Yang et al. (2017, 2019) and Berg et al. (2019) for this purpose, while Kaul et al. (2022) performed analyses using random forest representations of the atmospheric-model response.

In the context of wind energy applications, quantities of interest such as hub-height wind speeds, turbulence levels, shear, and veer are known to generally show sensitivity to parameterizations of boundary layer turbulence and surface fluxes, and these kinds of parameterizations have been most extensively targeted for uncertainty quantification under the MMC project and related A2e projects. For example, uncertainty in mesoscale model predictions over complex terrain owing to parameter values of PBL and surface schemes was examined by Yang et al. (2017, 2019) and Berg et al. (2019). Reassuringly, these studies found that only a few parameters accounted for most of the model uncertainty, although the identity of these parameters could vary diurnally and seasonally based on the dominant state of atmospheric stability. Uncertainty owing to LES subgrid-scale turbulence closure parameters in realistic coupled mesoscale–microscale simulations was examined by Kaul et al. (2022) and found to trace predominantly to a single parameter (an eddy viscosity coefficient). However, the sensitivity of the modeled flow to variations in this parameter was noted to vary significantly between two case studies with nominally similar large-scale flow conditions but different smaller-scale flow structures (convective cells vs. rolls) and to show nonlinearity of response. For example, the hub-height wind speed showed much greater sensitivity to the eddy viscosity coefficient, across the full range of eddy viscosity coefficient values that were tested, in the case with roll-type structures. TKE was also more sensitive in the case with rolls to changes in the coefficient value through the lower half of the range of values tested. At higher values of the coefficient, turbulence was effectively damped so that the sensitivity of TKE to further increases in the coefficient became slight. In contrast, the case with a cellular flow structure was better able to sustain turbulence, so sensitivity of TKE to the eddy viscosity coefficient persisted across the full range of tested values, and sensitivities were greater at higher values of the coefficient.

Looking forward, much work remains to better characterize uncertainties within both mesoscale and microscale model predictions across a wider range of flow conditions, especially offshore. However, these initial studies give promising indications that uncertainty can typically be traced to a small number of model parameters and that the importance of these specific parameters can be interpreted in terms of flow physics considerations. Furthermore, the application of meta-modeling techniques and leveraging machine learning approaches can greatly aid in detecting relationships and patterns within atmospheric-model responses. Thus, efforts at uncertainty quantification not only meet a practical need to bound variability in atmospheric-model predictions but also can provide deeper insights to modelers that may ultimately drive improvements in parameterizations.

2.6 Challenges of complexity and ways to approach

Complexity comes into play in many manners for atmospheric flow. For the purposes of enhanced MMC for wind energy applications, we have focused on issues relating to complex-terrain and offshore environments, including issues of correctly modeling atmospheric gravity waves but avoiding generating spurious ones.

2.6.1 Complex terrain

The coupling of mesoscale to microscale models using an offline approach (see Sect. 2.3) allows for the use of a stand-alone microscale LES solver, which brings the ability to use high-quality (in terms of mesh orthogonality) terrain-conforming meshes. In complex-terrain simulations, the assumption of horizontal homogeneity (often assumed in microscale simulations of the boundary layer) is no longer valid. Adding complex terrain to the simulation implies that periodic boundary conditions are not appropriate, and thus mesoscale coupling must be performed at the boundaries by means of spatiotemporally varying boundary conditions. A few additional complexities arise when performing this coupling.

To initialize the flow field in the microscale, the mesoscale solution is mapped onto the microscale domain. However, this mesoscale solution is obtained at significantly coarser resolutions. In order to avoid unnecessary computational expense, a coarse grid must first be created to allow for the mapping. After the mapping, further grid refinement should be performed to bring the domain to the desired microscale resolution. An additional terrain-conforming step must be taken to ensure the high-resolution LES grid is properly conformed to the underlying terrain elevation map. The boundary conditions that come from the mesoscale models only contain mean quantities, and thus the LES-resolved turbulence must be initiated in some way. Due to the inflow–outflow boundary conditions, two main strategies are used: applying the cell perturbation method (see Sect. 2.4.1) or allowing for the terrain itself to trigger the turbulence. We found that a perturbation technique is recommended because the terrain is only effective at generating the turbulence if it is sufficiently complex, in addition to significant fetch requirements (Hawbecker and Churchfield, 2021). For flat terrain Mirocha et al. (2014b) showed that under neutral stratification fetch can be virtually infinite. An additional complication can be present in the mesoscale boundary condition, where a single microscale boundary may experience inwards and outwards fluxes, and one must make an appropriate choice of the boundary conditions for both the velocity and pressure, depending on the LES code of choice. Finally, the terrain
can trigger atmospheric gravity waves under certain stability conditions. The real atmosphere extends for tens of kilometers vertically and infinitely horizontally, but a simulation domain is finite. Atmospheric gravity waves reflect off of these domain boundaries and constructively or destructively interact, creating spurious behavior. Approaches used to mitigate these spurious reflections and interactions are detailed in Sect. 2.6.2.

### 2.6.2 Atmospheric gravity waves

As discussed in Sect. 2.6.1, complex terrain can trigger atmospheric gravity waves, which microscale simulations that include buoyancy effects will capture. In addition to complex terrain, atmospheric gravity waves can be triggered by certain mesoscale weather patterns, land–sea interfaces, or wind farms themselves. The flow induced by these atmospheric gravity waves can be of significant importance. But if these waves, whether significant or not to the simulated problem, are allowed to reflect off of domain boundaries unchecked, they can cause spurious wave interactions with unreasonable wave amplifications that completely pollute the rest of the flow. Our approach of choice to mitigate spurious reflections is Rayleigh damping. Rayleigh damping is a simple but flexible concept. A layer of some thickness is placed adjacent to a domain boundary in which a source term is introduced in the momentum equation that forces the velocity toward a reference velocity with some timescale. Often we choose to damp only the vertical velocity component to a zero reference state. However, Rayleigh damping is completely general in that the reference velocity can be as complex as a 3D, time-varying field. Challenges with Rayleigh damping include choosing an adequate thickness and proper timescale to effectively damp atmospheric gravity waves. Too weak a damping layer will not completely damp reflected waves, but waves will reflect off too strong a layer. We suggest a damping layer thickness of 3–5 km with a damping time constant of 0.005 s⁻¹, but additional tuning likely will be required. An additional challenge arises if the inflow boundary needs to be damped, which we find to be the case in all inflow–outflow simulations because upstream propagating atmospheric gravity waves must be damped but one does not want to damp incoming turbulence.

### 2.6.3 The complexity of modeling offshore wind

When switching from simulating onshore complex terrain to the offshore environment, our initial assumption was that the problem became simpler. The offshore environment, due to a “flat” sea surface, seemed ideal for periodic idealized simulations. Additionally, there are no heterogeneous surfaces to consider such as trees and cities, only water. This seemingly simpler problem turns out to be very complex and has fewer observational datasets to compare against, meaning that it is very difficult to verify simulation accuracy. First, the ocean surface is generally covered in waves of varying sizes, traveling in different directions, with different periods. These waves have a complex relationship with the atmosphere and ocean depth (see, for example, Jiménez and Dudhia, 2018) that needs to be carefully considered in order to accurately simulate wind speeds within the boundary layer. Secondly, sea surface temperature (SST) and SST gradients play an important role in determining the stability of the atmosphere above. When considering SST gradients in simulations, we are often unable to utilize periodic boundary conditions. Additionally, while many satellite-derived SST products exist and are used as the lower boundary condition for temperature in a model, they are commonly only available once per day and rely heavily on gap-filling techniques to produce estimates of SST where clouds have blocked their measurement, leading to biases in SST datasets (Zuidema et al., 2016). These impacts may be more significant in the nearshore environment in which offshore wind is focused due to the occurrence of coastal upwelling, seasonal and climatological changes in ocean currents such as the Gulf Stream, and the propensity for cloud coverage. Finally, there are also characteristics of the offshore environment that are infrequently observed over land. Offshore low-level jets in the New York Bight – where offshore wind plants are being developed – have been frequently observed to have jet noses below 100 m. This means that the shear across the rotor will be extremely complex, as hub height for offshore turbines will be above the jet nose. Another example is the propensity of extreme weather events in the offshore and coastal environments. Hurricanes and other tropical disturbances commonly weaken as they move onshore due to increased friction or over colder seas, reducing the latent energy that powers them. Such storms can remain quite strong while located over warm ocean waters; however, the rate of storm motion can also play a role, as slower storm movement can mix cooler water from below the thermocline up toward the surface, reducing the energy supply. Upper-level wind shear can also reduce the organization of the storm, leading to weakening or dissolution. All of this leads to a very complex modeling framework requiring the coupling of ocean and atmospheric models (Shaw et al., 2022).

### 2.7 Wind-energy-relevant assessment and code availability

To enable accurate assessment and repeatability of our science results, we have made all the essential components of our studies publicly available. These components include (1) the problem definition, including data exploration, curation, and transformation into useful simulation inputs; (2) the actual simulation inputs, including model configuration files and scripts; and (3) postprocessing and synthesis of the output. For this purpose, we have established the A2e–MMC GitHub organization for archiving and disseminating our work archived in Quon et al. (2023a, b, c), Gill et al. (2023),
and Hawbecker et al. (2023b). This public GitHub organization hosts Python analysis code, Python analysis notebooks, code-specific input files, and our MMC-specific version of the WRF model that tracks the community version (currently v.4.3), each constituting a separate version-controlled repository. For every study in this project, the team has adopted workflows based on a common set of analysis and simulation codes within this framework, thus ensuring apples-to-apples comparisons between results. To complement the technical content on GitHub, we have also created a Read the Docs documentation site to provide an easily accessible high-level overview of our project’s accomplishments, describe our capabilities, and link to the resources on GitHub wherever appropriate (Mesoscale-to-Microscale Coupling, 2023). We believe that in combination the GitHub and Read the Docs documentation will serve as a living record of the MMC project, as well as provide flexible and adaptable documentation for future related projects.

3 The value of case studies

The team has developed and archived simulation codes and model workflows for a range of case studies that can be used as a starting point for users to develop their own applications. The value of using a case study approach includes the ability to choose real-world phenomena to model where observational data exist to validate our models. That allows us to test different modeling approaches and techniques to discern which are most appropriate for the particular situation. The cases that are curated are described briefly in the following sections, along with some lessons learned for each.

3.1 Flat-terrain diurnal cycle

To develop and test methods for coupling so that the microscale follows changes at the mesoscale, an early case study of a diurnal cycle in flat conditions was chosen. This nonstationary case includes time-varying hub-height wind speed and direction, shear and veer, and turbulence intensity. For such a case, accurate downscaling of energy from the mesoscale is important for predicting realistic turbulent flow features in the wind farm operating environment.

Surrounded by grassland with no significant terrain changes within hundreds of miles, the Scaled Wind Farm Technology (SWiFT) facility located in the southern Great Plains in West Texas forms an ideal flat-terrain test site. There are several meteorological measurement facilities near the SWiFT site hosted by Texas Tech University’s National Wind Institute (Sandia National Laboratories, 2023), including a tall meteorological tower and a radar wind profiler with a radio acoustic sounding system. In addition to the ideal terrain and availability of observational data, the site is also chosen for its relevance to onshore wind energy installations in the United States. Details of the atmospheric characterization are provided in Kelley and Ennis (2016).

From available data, the evening transition from 8 to 9 November 2013 was identified as a synoptically quiescent diurnal cycle leading to nonstationary flow conditions at heights relevant to wind energy. The evolution of flow parameters including wind speed, turbulence intensity, and virtual potential temperature follows a typical diurnal pattern, featuring a morning transition, daytime convective boundary layer, afternoon–evening transition, and nocturnal low-level jet. The relatively simple geographical and meteorological conditions of the SWiFT diurnal cycle make it an ideal case to study the performance of internal coupling methods throughout various atmospheric-stability regimes. The case has been used to evaluate existing coupling methodologies (Draxl et al., 2021) as well as to develop new techniques (Allaerts et al., 2020, 2023). The WRF mesoscale simulation setup contains three nested domains with 27, 9, and 3 km grid spacing, centered at the SWiFT site. The LES domains included 270, 90, and 30 m resolutions.

Among the various lessons learned from this flat-terrain diurnal-cycle case, perhaps the most important one was regarding the division of responsibilities between the mesoscale and the microscale solvers in an MMC framework. The trends in the mean flow are set at the mesoscale level, and the microscale solver cannot correct for large biases in mean flow quantities or erroneous timing of large-scale events like the evening transition. The task of the microscale solver is to fill in information on the unsteady, three-dimensional turbulent structures, which was often accompanied by an improvement in the prediction of wind shear and mean turbulence statistics inside the boundary layer, even in the relatively simple conditions of the SWiFT diurnal cycle. Further, the SWiFT case also highlighted the need for more high-quality data extending up to higher altitudes for validation purposes. Despite the available meteorological tower being taller than typically deployed towers, many boundary layer processes with relevance to wind energy take place above 200 m. For example, the low-level jet that developed during the SWiFT diurnal cycle was predicted to attain its maximum wind speeds at a height between 250 and 350 m, but there were insufficient data to validate this finding. Moreover, meteorological towers only present observations from a single column, which means they cannot be used to assess how well the spatial variations in the turbulent flow fields are predicted. Note that similar work has been carried out using data from the GABLS3 diurnal-cycle case that included high-altitude measurements to over 1000 m. Benchmark results are archived at Sanz Rodrigo et al. (2017a) with mesoscale–microscale coupling results described by Sanz Rodrigo et al. (2017b) and archived in Sanz Rodrigo (2017b, c).

3.2 Frontal passage causing a wind ramp

A second case study (Arthur et al., 2020) leveraged MMC techniques to conduct simulations of a wind farm during a frontal passage, for which rapid changes in wind speed, di-
rection and temperature, and atmospheric turbulence were observed. One of the key benefits of mesoscale–microscale coupling is the ability to examine wind energy phenomena at the wind plant scale while resolving time-varying forcing from the mesoscale. The simulations demonstrated the ability to capture the relevant mesoscale meteorological phenomena on a typical mesoscale simulation domain; downscale those features to an LES domain containing a section of an operating wind plant, represented as generalized actuator disks (GADs; Mirocha et al., 2014a); and simulate the interactions between the time-varying meteorological flow and turbines, including wakes, power extracted, and turbulence phenomena. This case study demonstrates the viability of fully online-coupled MMC simulations in WRF to address important issues in wind plant behavior under realistic atmospheric operating conditions.

### 3.3 Complex-terrain case with high wind speeds and convective conditions

The purpose of a first complex-terrain case study was to examine the flow structures near the surface, which depend on many factors, including surface forcing. We investigated coherent structures present in the flow measured using scanning lidar deployed near Wasco, Oregon, during the WFIP2 (Wind Forecast Improvement Project) campaign (Wilczak et al., 2019; Shaw et al., 2019) and those simulated using WRF LES. The simulations utilized WRF to WRF-LES for the unstable condition case on 21 August and stable conditions on 14 August 2016 for the westerly flow. The model output was sampled in a way consistent with scanning lidar data using plan position indicator scanning. We used the wind field of the innermost domain that has a horizontal grid spacing of 10 m.

For both stability conditions, 90 east sectors, each 1 min apart, were selected from the simulations and used to compute the spatial proper orthogonal decomposition (POD) modes and energy (Berkooz et al., 1993). The actual lidar data for the unstable case uses 49 east sectors with wind speed and heat flux values similar to those in the simulations, 5–7 m s⁻¹ and ~350 W m⁻², respectively. For the stable case, the actual lidar data employ 160 east sectors with a wind speed of 10–12 m s⁻¹ and heat flux of ~ ³0 W m⁻², similar to the simulated values. Figure 3 shows the spatial POD modes 1 and 21 and the POD energy (λ, which denotes kinetic energy per unit mass of the flow) distributed among many modes for the simulated and actual lidar data for two stability conditions. The first POD mode in all cases shows the most significant coherent structures, followed by smaller structures for increasing mode numbers. For the given stability conditions, the simulated and lidar cases showed similar shape and size variations for all modes. The first few modes (modes < 5) show similar spatial structures in the POD modes for all stability conditions. However, they exhibit different spatial structures for the higher POD modes. For instance, mode 21 in the unstable case shows large open-cell-like structures, whereas mode 21 in the stable case shows streak-like structures oriented in the predominant wind direction. This variation in flow structures in different modes can be attributed to the forcing function. POD energy shown in Fig. 3 (right panels) depicts the turbulent energy associated with each coherent structure starting from mode 2. The unstable conditions consistently exceed the POD energy (for mode > 1) in both simulated and observed lidar data. The cumulative energy (Fig. 3, inset) indicates that the first mode of the stable condition case contains larger POD energy than the unstable condition case and requires larger modes to represent the energy in the flow in observational data. Although the trend of varying POD energy shows similarities between the two cases, the magnitude and the energy spread among the modes differ. Overall, the POD modes of the different stability cases demonstrate that the simulations capture the important features of coherent structures present in actual lidar data.

### 3.4 Complex-terrain case using 3D PBL

This second complex-terrain case also leverages measurements made during the WFIP2 campaign, which covered many stability conditions, including cold-air pools (CAPs) that tend to develop during synoptically quiescent periods. To study the ability of the 3D PBL scheme to capture such features, we chose a case from 10–20 January 2017 when a robust CAP was observed in the Columbia River Gorge. Such events are often challenging to represent accurately in mesoscale simulations due to the relatively small-scale boundary layer processes that must be parameterized. To better understand the spatial variability in meteorological and turbulence characteristics during the CAP lifecycle, we conducted WRF simulations following the High-Resolution Rapid Refresh (HRRR) reforecast configurations that were run for the WFIP2 project. For these simulations, the Mellor–Yamada–Nakanishi–Niino (MYNN; Nakanishi and Niino, 2006) scheme is run in the inner domain (horizontal grid cell spacing, Δ = 750 m) of a nested two-domain setup. A novelty of this study is the use of NCAR’s (National Center for Atmospheric Research) 3D PBL parameterization (Kosović et al., 2020; Juliano et al., 2022; Eghdami et al., 2022; Rybchuk et al., 2022), which was implemented into the WRF model for high-resolution mesoscale simulations. More information about the modeling setup and codes may be found in Mesoscale-to-Microscale Coupling (2023).

Several key findings emerged from the WFIP2 CAP study, with additional details reported by Arthur et al. (2022). First, turbulence kinetic energy (TKE) measurements from the profiling lidar at the Gordon’s Ridge site reveal that, compared to MYNN, the 3D PBL simulation more accurately represents the vertical and temporal variability in TKE. As a result, wind speed errors were lower in the 3D PBL simulation, especially during the CAP erosion period, which has been es-
Figure 3. Spatial POD modes 1 and 21 for the unstable (first and second columns) and stable (third and fourth columns) condition cases and POD energy ($\lambda$) among the first several modes (fifth column) and their cumulative energy (in the inset). Panels in the top and bottom rows represent the results from observed and the simulated data, respectively.

3.5 Offshore-wind case with a long offshore fetch

The MMC techniques developed for onshore studies were tested for a first offshore scenario at the FINO1 research tower, located in the North Sea. This case is representative of low roughness and low turbulence and leverage measurements from the FINO towers and data from the Alpha Ventus wind energy plant.

3.5.1 Comparison of coupling methods and turbulence generation methods

Comparisons are made between members of an ensemble of mesoscale simulations, different coupling methods with several models, and different turbulence generation schemes. The goal of the comparison is to assess the performance of each approach and highlight their strengths and weaknesses. The approaches compared include the following:

- WRF to SOWFA using the CPM at the inflow boundaries,
- WRF to WRF-LES without any added turbulence generation (control simulation),
- WRF to WRF-LES using the CPM at the inflow boundaries, and
- WRF to WRF-LES using the Mann model to generate the large-scale turbulence.

The domains used were $6 \times 6$ km, with the exception of SOWFA IPA, which had a $3 \times 3$ km extent. All cases have a uniform 10 m grid resolution. Initial numerical experiments explored time-averaged vertical profiles at several locations in the fetch to determine an appropriate size. Convergence of vertical profiles of turbulent metrics was observed within a 3 km fetch distance. Thus, all the boundary-coupled scenarios considered were set up with a large 3 km extent fetch region to allow for turbulence development. The results shown here represent the developed-flow region, near the outlet boundaries. A qualitative visualization of the resulting flow field is given in Fig. 4.

Comparisons across the methods and observation data were made in terms of vertical profiles, power spectral density content, correlations, and integral scales. Figure 5 shows the energy spectrum during 1 h of the 4 h period of interest. The spectrum was obtained using 10 min Hamming windows with a 50% overlap. To obtain smoother curves, we considered an ensemble average of several locations within the $3 \times 3$ km subdomain shown in Fig. 4, leveraging horizontal homogeneity. WRF Mann and both CPM methods overestimated the energy content, with the SOWFA IPA matching the content well with respect to observations up to a frequency related to the LES cutoff. The WRF control case showed very little content, as expected. The SOWFA IPA case is the only...
one where the turbulence was not triggered by a numerical method but rather developed using doubly periodic boundary conditions. All of the vertical profiles are comparable, with the exception of the control simulation, which due to the lack of resolved turbulence exhibited a larger shear profile. For a horizontal plane at 80 m, correlation maps were calculated for every point with respect to the central point, and correlation curves were obtained in the along-wind and cross-wind directions. Taylor’s hypothesis was observed to be valid for this case, by means of spatial correlation and temporal autocorrelation. The correlation drop matched the correlation from observations well. The correlations dropped to zero faster in the cell perturbation method cases for both SOWFA and WRF-LES, which results in lower integral scales. Integration of the correlation curves yields the integral scales of the flow, shown in Fig. 6.

The integral scales present in the cases that used the cell perturbation method to generate turbulence are smaller throughout the interval of interest. That is likely a result of the way the perturbation method works, by imposing small-scale disturbances in the temperature field, thus triggering high-frequency, small-scale turbulence that does little to change the integral scales of the flow as a whole. The Mann method, on the other hand, imposes large-scale turbulence, and the LES resolves the smaller scales. The larger scales imposed on the field are clearly observed when comparing the integral scales of the flow to those obtained using perturbation methods. Lastly, the SOWFA IPA case resulted in integral-scale values comparable to the Mann method in WRF-LES. For this SOWFA approach, the turbulence is developed by the use of periodic boundary conditions, which allows (in both space and time) for the development of large-scale structures, ultimately resulting in long correlation fetches and, thus, large values of the integral length scale. While the SOWFA IPA domain was overall smaller, it was nonetheless able to resolve scales of the order of 150 m as shown in Fig. 6. The integral scales in the cross-wind direction were of comparable magnitude in all cases investigated.
3.5.2 The Alpha Ventus wind farm with a generalized actuator disk – turbine comparison

This section examines turbine wakes at the Alpha Ventus wind farm where the FINO1 tower is located and extends the analysis described in Sect. 3.5.1. WRF–WRF-LES and WRF–SOWFA coupling approaches were extended to include a wind turbine parameterization using a GAD formulation (Mirocha et al., 2014a). We refer to them as WRF-LES-GAD and WRF–SOWFA-GAD, and each compares using the CPM at the inflow boundaries vs. not adding any turbulence. The time window of interest is a 2 h window starting at 01:00 local time (00:00 UTC) on 16 May 2010. We consider a single turbine (AV10) for the purpose of this study.

Figure 7 presents a qualitative visualization of turbine wakes in the horizontal plane at hub height for the WRF-LES-GAD approach. As in Sect. 3.5.1, the LES domain is 6 × 6 km with a horizontal grid resolution of 10 m, which provides a large fetch as well as downstream distance for wake propagation. As expected, the simulation without the CPM does not resolve turbulence, and the resulting wake is what would be caused by an obstacle in the flow without any mixing. The simulation with the CPM includes resolved turbulence and hence mixing in the shear region, leading to a realistic wake. A comparison simulation using the WRF–SOWFA-GAD approach with the CPM (not shown) also concludes that modeling realistic wakes requires using a turbulence generation method.

3.6 Offshore US Northeast coastal case

A second offshore case is archived that studies the impact of different ways of representing surface roughness and providing sea surface boundary conditions. The offshore environment in the United States Northeast is an active area of research for wind energy development. Observations have recorded occurrences of persistent low-level jets (LLJs) with jet noses commonly below hub height (Debnath et al., 2021). In this study we assess the sensitivity of LLJ characteristics (e.g., jet nose height, maximum wind speed, low-level shear) to SST. We utilize six freely available satellite-derived SST datasets from the Group for High Resolution Sea Surface Temperature website (Table 1 and Fig. 8) to vary the lower boundary condition of surface temperature in online WRF simulations.

The simulations consist of five domains with grid spacing spanning from 6250 down to 10 m. We used 88 vertical levels with 20 m spacing below 1 km. We compare model results against observations from the New York State Energy Research and Development Authority floating lidars. We assess model performance in capturing the LLJ nose height, maximum wind speed, and low-level shear on each domain in
Table 1. Sources of SST datasets used in this study. UKMO: UK Meteorological Office.

<table>
<thead>
<tr>
<th>Dataset source</th>
<th>Organization (year)</th>
<th>Resolution (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naval Oceanographic Office (NAVO)</td>
<td>NASA (2018)</td>
<td>1</td>
</tr>
<tr>
<td>Canadian Meteorological Centre (CMC)</td>
<td>CMC (2017)</td>
<td>1</td>
</tr>
<tr>
<td>Office of Satellite and Product Operations (OSPO)</td>
<td>OSPO (2015)</td>
<td>0.54</td>
</tr>
<tr>
<td>Operation Sea Surface Temperature and Ice Analysis (OSTIA)</td>
<td>UKMO (2005)</td>
<td>0.54</td>
</tr>
<tr>
<td>GOES-16</td>
<td>NOAA (2019)</td>
<td>0.02</td>
</tr>
<tr>
<td>Multi-scale Ultra-high Resolution (MUR)</td>
<td>NASA (2015)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Figure 8. Sea surface temperature datasets of varying resolution used as initial and surface boundary conditions over water.

Figure 9. Sea surface temperature datasets of varying resolution used as initial and surface boundary conditions over water.

order to compare how sensitive the results are to SST on the mesoscale and microscale. With this comparison, we aim to determine whether model sensitivity on the mesoscale translates directly to the microscale. In other words, can we expect the best-performing mesoscale model setup to be the best setup on the microscale?

Results indicate that ensemble mean error and spread for various characteristics of the offshore LLJ vary between the mesoscale solutions and microscale solutions. However, variance within the microscale domains (domains 4 and 5) is small. The ensemble mean error of \(\text{EME} = \sqrt{(s_0 - \bar{s})^2}\) (where \(s_0\) is the observed quantity and \(\bar{s}\) is the ensemble mean) and bias of the low-level shear, hub-height wind speed (assumed to be at 118 m in this case), and jet nose height vary across scales from the mesoscale to the microscale (Fig. 9). Additionally, the best mesoscale performer did not lead to the best-performing microscale setup in this case when considering these metrics. On the mesoscale, the shear produced in the lowest levels was lower than what was observed. The LES results improved upon the low-level shear but overcorrected the lowest-level wind speeds and produced values lower than what were observed. It is suspected that using a drag force locally consistent with MOST within the heterogeneous microscale simulation is the root cause of this overcorrection of low-level winds. Future work must focus on generalizing this finding in order to determine if mesoscale simulations can inform performance on the microscale prior to running simulations.

4 Contributions of enhanced methods

The MMC team additionally tested ways to improve the models both in terms of improved physics as well as to test the efficacy of machine learning methods.

4.1 Three-dimensional planetary boundary layer parameterization

Traditional PBL schemes in mesoscale models are one-dimensional— that is, they parameterize only the vertical turbulent mixing under the assumption of horizontal homogeneity. In this sense, the vertical turbulent fluxes of momentum \(\langle u'w' \rangle\) and \(\langle v'w' \rangle\), potential temperature \(\langle \theta'w' \rangle\), water vapor mixing ratio \(\langle q'w' \rangle\), and any other relevant scalars \(\langle \varphi'w' \rangle\), where \(\varphi\) is a scalar variable, such as the cloud water mixing ratio) are computed. By definition, the horizontal homogeneity assumption neglects horizontal gradients in resolved quantities, as well as the vertical gradient in vertical velocity. Therefore, the vertical turbulent fluxes are dependent on only vertical gradients. However, this assumption is not justified at model resolutions in the terra incognita \((\Delta \approx 100–1000\ m)\), where turbulence is partially resolved, and, thus, horizontal gradients play an important role (e.g., Kosović et al., 2021). A main consequence of ignoring horizontal gradients in the terra incognita and under convective conditions is the development of spurious struc-
Fig. 9. (a, b, c) Error and (d, e, f) bias for each case on each domain for (a, d) low-level shear, (b, e) hub-height wind speed, and (c, f) LLJ height. Units for error are (a, d) per second, (b, e) meters per second, and (c, f) meters.

...model solution when the length scale is insufficiently large and thus vertical mixing is not strong enough. In general, we believe that the 3D PBL parameterization has the potential to be useful both as a mesoscale-only approach and as part of a mesoscale–microscale coupling strategy.

4.2 Machine learning surface-layer scheme

Specifying lower boundary conditions in numerical simulations of high-Reynolds-number atmospheric boundary layer flows requires estimating turbulent fluxes of momentum, heat, moisture, and other constituents. However, these fluxes are not known a priori and therefore must be parameterized. Parameterization of surface fluxes in atmospheric-flow models at any scale, from global to turbulence-resolving large-eddy simulations, are based on MOST where atmospheric-stability effects are accounted for through universal, semi-empirical stability functions. The stability functions are a function of the nondimensional stability parameter, a ratio of distance from the surface and the Obukhov length scale $z/L$ (Monin and Obukhov, 1954). However, their functional form is determined based on observations using simple regression that cannot represent the surface-layer structure and governing parameters under a wide range of conditions. We have therefore developed and tested a neural network (NN) ML model for surface-layer parameterization (McCandless et al., 2022). We trained and tested the ML model using long-term observations from the National Oceanic and Atmospheric Administration’s Field Research Division tower in Idaho and the Cabauw mast in the Netherlands. The offline comparison of MOST and the NN model surface-layer parameterizations with observations from the Cabauw mast are shown in Fig. 10. We then implemented the ML model in the FastEddy GPU-native LES model (Muñoz-Esparza et al., 2022).
and the WRF single-column model. The ML model implementation in FastEddy demonstrates that it can accurately capture the diurnal evolution of an atmospheric boundary layer as shown in Fig. 11.

The ML model implementation in the WRF model was tested using a single-column model (SCM) based on the GABLS3 intercomparison study case defined by Bosveld et al. (2014). The comparison of SCM simulations using the ML model surface-layer parameterization with observations and the MOST parameterization demonstrates that it can capture the sensible heat flux, the skin temperature, the surface friction velocity, and the planetary boundary layer height well but underestimates the latent heat flux (Fig. 12).

A potential reason for discrepancies between the ML-model-predicted and observed latent heat flux is that the ML model for the surface-layer parameterization implemented in WRF interacts with a land–surface model, which is based on MOST. The ML model for surface-layer parameterization demonstrates the potential to provide better estimates of surface fluxes in comparison to commonly used MOST-based parameterizations. However, to develop a generally applicable ML model it must be trained using long-term, consistent, complete, and quality-controlled observations from a wide range of environments. Future research could focus on expanding the training dataset and testing the model in mesoscale simulations over diverse locations.

### 4.3 Downscaling with deep learning

Microscale simulations, like WRF-LES (30 m), generated over the Columbia River basin for the Wind Forecast Improvement Project 2 (WFIP2), are able to model the very complicated flow associated with complex terrain including downslope flows, mountain wakes, mountain–valley circulations, gravity waves, cold pools, and gap flows. However, such simulations are currently too complex to configure and computationally expensive for use outside the scientific research community. Here we tested using deep artificial neural networks on the LES to directly downscale from the mesoscale to the microscale in complex terrain. Once trained, deep learning models can generate high-resolution simulations from a coarse image in just a few seconds from mesoscale input. In addition, we wished to demonstrate that the deep network models can then potentially be applied to regions other than the LES domain on which they were trained.

We created high-resolution–low-resolution training sample pairs by subtiling relevant vertical levels of the LES on the eastern portion of the domain and coarsening the tiles with average filters. We trained two separate enhanced super-resolution generative adversarial networks (ESRGANs; Ledig et al., 2017; Wang et al., 2018) to accomplish the downscaling by training one GAN to downscale from 960 to 240 m and the second GAN to downscale from 240 to 30 m and applying the models successively. We set aside data from every third time step in the LES for testing. Visually, the performance of the compound GAN architec-

![Figure 10](https://example.com/figure10.png)

Figure 10. Comparison of the MOST (top row) and an offline NN model (bottom row) surface-layer parameterizations of surface friction velocity (left panels), sensible heat flux (middle panels), and moisture flux (right panels) with observations from the Cabauw mast. Figure originally appeared in Muñoz-Esparza et al. (2022).
Figure 11. Comparison of the diurnal evolution of an ABL using the FastEddy LES model with the MOST and NN model surface-layer parameterizations: surface friction velocity (top panel), sensible heat flux (second panel), moisture flux (third panel), and boundary forcing from surface skin temperature (bottom panel). The shaded areas show 1 standard deviation from the mean over the simulation domain. Figure originally appeared in Muñoz-Esparza et al. (2022).

Figure 12. Output from the SCM simulation of a GABLS3 intercomparison study case using an idealized WRF model. The figure compares WRF simulations using MOST (M-O) and a neural network (NN) parameterization. The black line shows the observed data from GABLS3 (Cabauw) for comparison. “Ug and Vg only” refers to the single-column simulations only being forced by changes to the geostrophic wind. The bottom portion of the figure shows heat flux (HFX), skin temperature (TSK), $u^*$ (UST), moisture flux (QFX), latent heat (LH), and PBL height (PBLH).
ture on testing data samples and the larger domain was impressive (Fig. 13). We performed statistical analysis of the high-resolution GAN-generated wind and compared it with the LES, finding good agreement in the power spectra, velocity gradient distributions, and wind speed and wind direction distributions (Dettling et al., 2023). We found high Pearson correlation coefficients and very low mean bias between the tiles of GAN-generated wind components and LESs, as well as good agreement in the moments of GAN-generated wind components with the LES, even in the higher-order moments, skewness, and kurtosis (Dettling et al., 2023).

To demonstrate the potential of transfer learning, we extended the testing sample set to include the western half of WRF-LES, which contains part of the Cascade Range including Mt. Hood. The western region is not only very unique when compared to the training region in the east but also topographically much more complex. We performed the same statistical analysis to compare the GAN-generated wind to the LES in the transfer learning region, and the results were encouraging (Dettling et al., 2023).

5 Conclusions

We have summarized the results of the U.S. Department of Energy-sponsored (DOE) Mesoscale to Microscale Coupling (MMC) project that has focused on the best ways to couple the mesoscale to the microscale in order to better understand and model the transfer of energy from the largest scales of the atmosphere to those scales that directly affect harvesting that energy via wind turbines. The approach of using case studies based on observations has been a productive approach to test methodologies and has kept the findings grounded in real-world atmospheric behavior. The approach has required that we choose progressively more difficult cases, bringing in real-world complexity to better understand the implications of that complexity and how to best model it. We have studied how the mesoscale setup impacts the microscale results, applying consistent and appropriate boundary conditions, multiple methods of applying the coupling between scales, bridging the terra incognita, initializing turbulence at the microscale that is not resolved at the mesoscale, and applying these methods in complex terrain and in coastal and offshore environments. We additionally explored improving model parameterization (3D PBL and an ML-based surface-layer model) and demonstrated deep learning methods for downscaling from the mesoscale to the microscale. It is important to apply assessment metrics that are most appropriate for uses in wind energy, considering more than merely mean winds but also sheer, veer, turbulence intensity, and turbulent kinetic energy via metrics such as energy spectra, PDFs (probability density functions) along the flow, covariance, and proper orthogonal decomposition.

Some specific lessons learned include the following:

- Microscale simulations cannot necessarily improve matches to measurements if forced with an inaccurate mesoscale simulation (Sect. 3.1).
- Idealized simulations may not represent real-world phenomena well and may be more difficult to initialize well than real cases.
- Microscale data assimilation (through profile assimilation on a periodic domain) requires an approach that allows for the microscale to deviate from the mesoscale; otherwise wind and temperature profiles may not be in the correct equilibrium, resulting in unrealistic turbulence (Allaerts et al., 2020, 2023).
- High-quality potential temperature profiles, in addition to wind profiles, are necessary when performing microscale data assimilation with observational data (Al- laerts et al., 2023; Jayaraman et al., 2022; Quon, 2023).
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– Accurately capturing transitional atmospheric boundary layers and intermittent stable boundary layers remains a challenge (Allaerts et al., 2023; Quon, 2023).

– Without coupling across scales, even mesoscale flow is underresolved (Rai et al., 2019).

– Proper orthogonal decomposition analysis clearly indicates that the microscale contains energetic modes that originated from the mesoscale flow (Rai et al., 2019).

– The upper limit of the terra incognita is the boundary layer depth, indicating that horizontal spacing smaller than that (but larger than about 100 m) is likely to result in spurious secondary structures (Rai et al., 2019).

– Spurious roll features from the terra incognita can translate into unrealistic flow in the microscale (Rai et al., 2019).

– Turbulence generation methods are necessary to avoid long fetches in developing turbulence at the microscale that is not resolved at the mesoscale (Sect. 2.4).

– Temperature perturbation methods create turbulent fields with artificially small integral scales (Sect. 3.5).

– Uncertainty can typically be traced to a small number of model parameters, and the importance of these specific parameters can be interpreted in terms of flow physics considerations (Sect. 2.5).

– Certain conditions, such as complex terrain, can force gravity waves that reflect off of boundaries and grow to spurious amplitudes. Such gravity waves can be mitigated by Rayleigh damping (Sect. 2.6.2).

– The best mesoscale simulations do not always translate to the best match to wind-relevant metrics for the microscale simulation (Sect. 3.6).

– A three-dimensional planetary boundary layer scheme can alleviate M-CISCs in the terra incognita (Sect. 4.1; Juliano et al., 2022).

Much research remains to be done to continue to enhance our understanding of the scales of atmospheric motion most relevant for harvesting wind energy. This team and the community have more work to do on the plethora of complex cases. More research is needed to further improve coupling technologies. For instance, more research is needed to understand why direct/indirect profile assimilation is successful in some cases and unsuccessful in others. We should also continue to explore topics of complexity, both onshore and offshore. Much remains to be learned through judiciously applying uncertainty quantification methods.

Although the current A2e MMC project has formally ended, we expect that its impact will live on, both in terms of providing code and methodologies that can be used by a wide range of wind farm modelers and in terms of being integrated into subsequent DOE wind energy projects. Specifically, the DOE is initiating projects in offshore wind energy, complex-terrain modeling for wind energy, and the impact of extreme events on modeling for wind energy.

In deploying renewable energy, we have become more cognizant of issues of fairness and justice to the people being impacted. In the United States, the Biden administration’s Justice40 Initiative (White House, 2022), which seeks to deliver 40% of the overall benefits of climate investments to disadvantaged communities and inform equitable research, development, and deployment within the DOE, has recently highlighted the importance of energy justice considerations within the development of new energy systems. One of the major challenges of working in this space is finding actionable, effective paths forward while acknowledging and respecting the existing legacy of noninclusivity. Organizations such as the Initiative for Energy Justice and the Energy Equity Project (Initiative for Energy Justice, 2022) have established guidelines for working in the space of energy justice. Specifically these include addressing the current perceptions that have been built on past practices, identifying uniquely disadvantaged people, promoting procedural fairness, making sure that access is equally tenable, making sure the quality of service is equal across groups, and ensuring the desired impacts. Defined metrics can be used to determine whether or not a project is successful in working toward energy justice. While fairly centered on policymaking, these assessment points can help guide the focus of renewable energy development and act as a compass for what research objectives will have a meaningful impact.

Finally, the MMC team wishes to thank colleagues and community members for input throughout the course of this project. Our industry advisory panel and attendees to our various webinars and workshops have provided valuable input as to the directions that we have chosen and solutions that may be most practical for application to real-world needs. The biggest lesson learned is that it is through community cooperation that we are most likely to advance the science and technology needed to deploy the amounts of wind energy that the world will need for a carbon-free energy future.

**Code availability.** The team has archived simulation codes and model workflows for a range of case studies that can be used as a starting point for users to develop their own applications. The MMC version of the WRF code is at https://doi.org/10.5281/zenodo.7765891 (Gill et al., 2023) and WRF setups at https://doi.org/10.5281/zenodo.7766133 (Hawbecker et al. 2023b). SOWFA input decks are at https://doi.org/10.5281/zenodo.7764348 (Quon et al., 2023c). Python utilities for data analysis, simulation setup, and post-processing are at https://doi.org/10.5281/zenodo.7768674 (Quon et al., 2023b). Jupiter notebooks for assessment are at https://doi.org/10.5281/zenodo.7768670 (Quon et al., 2023a). Online documentation resides in a “Read the
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