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Abstract. Offshore wind power plants have become an important element of the European electrical grid. Stud-
ies of metocean site conditions (wind, sea state, currents, water levels) form a key input to the design of these
large infrastructure projects. Such studies rely heavily on reanalysis datasets which provide decades-long model
time series over large areas. In turn, these time series are used for assessing wind, water levels and wave con-
ditions and are thereby key inputs to design activities such as calculations of fatigue loads and extreme loads
and platform elevations. In this article, we address a known deficiency of one these reanalysis datasets, ERA5,
namely that it underestimates strong wind speeds offshore. If left uncorrected, this poses a design risk (high
and extreme wind, waves and water level conditions are underestimated). Firstly, comparisons are made against
CFSR/CFSv2 reanalyses as well as high-quality wind-energy-specific in situ measurements from floating lidar
systems. Then, the ERA5 surface drag formulation and its sea state dependency are analysed in detail, the condi-
tions of the bias identified, and a correction method is suggested. The article concludes with proposing practical
and simple ways to incorporate publicly available, high-quality wind energy measurement datasets in air–sea
interaction studies alongside legacy measurements such as met buoys.

1 Introduction

Offshore wind power plants help reduce carbon emis-
sions from the power sector. They have gradually evolved
from small demonstration projects (Vindeby, commissioned
in 1991) to commercial-scale demonstration projects (Horns
Reef 1, Nysted) in the early 2000s. Today, they stand as in-
tegral components of the European power grid (ENTSO-E,
2024).

Atmospheric boundary layer (ABL) wind datasets from
numerical weather prediction modelling systems (NWP
models) are routinely used for the purpose of assessing the
offshore wind resources and for characterising sea state, wa-
ter level and current conditions at offshore wind farm lo-
cations (NWP models provide inputs to hydrodynamic and
spectral wave models). Global reanalysis datasets such as
CFSR (Saha et al., 2010), CFSv2 (Saha et al., 2014) and
ERA5 (Hersbach et al., 2020) are widely used for these pur-
poses as they are publicly available, are free of charge and
cover long periods (decades).

Despite performing among the best (see Ramon et al.,
2019, a study considering 77 tall tower sites which con-
cludes that “ERA5 near-surface wind dataset offers the best
estimates of mean wind speed and variability at turbine hub
heights”), the NWP model used for producing ERA5 suffers
from a major drawback for engineering purposes: it underes-
timates strong wind speeds offshore close to the surface, for
instance at 10 m (a nominal elevation often used for hydro-
dynamic and spectral wave modelling). This is documented
for instance in Bentamy et al. (2021), a study which uses
in situ far and near offshore measurements; see their Figs. 4
and 5, which display an ERA5 bias for strong wind condi-
tions. Similarly, Alday et al. (2021) refer to Pineau-Guillou
et al. (2018) for documenting the ERA5 bias and propose a
piece-wise linear correction. The bias is documented in Sol-
brekke et al. (2021), Spangehl et al. (2023), and Meyer and
Gaslikova (2024) as well at measurement locations in the
North Sea where ERA5 performs worse than other datasets.
Therefore, for engineering applications the ERA5 10 m wind
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speed values are often corrected to ensure that site condi-
tions design values are not underestimated; see for instance
DHI (2023). In effect, for design, slightly conservative values
are typically desirable: model results that underestimate high
wind speeds, and thereby also large waves, pose a design risk
(of loads that are too small as well as platform elevations that
are too low). As a result, and despite their shortcomings (dif-
ferences in land–sea masks and grid resolution, poorer corre-
lation with in situ measurements, no wind speed time series
close to a modern turbine hub height), CFSR and CFSv2 re-
main, in the authors’ experience, the preferred datasets for
driving engineering hydrodynamic and spectral wave mod-
elling systems.

This ERA5 bias has not been widely discussed in the sci-
entific literature, and it may not be clear to all ERA5 users
that the data need to be corrected. Also, the methods pub-
lished so far only partially address the bias: most often, they
correct 10 m winds only and/or use site-specific corrections;
see Alday et al. (2021) or DHI (2023). The present article
proposes a novel approach to both topics. After having pro-
vided elements of wind speed modelling in Sect. 1, we com-
pare ERA5 and CFSv2 model time series at selected loca-
tions, with each other and against in situ measurements in
Europe and America in Sect. 2. The ERA5 strong wind bias
is discussed in Sect. 3: a detailed analysis of the ERA5 drag
formulation is provided, and a simple correction method is
suggested for wind speeds between 10 and 100 m using ana-
lytical ABL wind profile expressions from the literature. The
measurement datasets all come from high-quality, publicly
available met mast and floating lidar system (FLS) datasets;
these are described in Sect. 1.

The main objectives of this article are (1) to present evi-
dence of the ERA5 underestimation of strong wind speeds,
(2) discuss the reason for this underestimation and propose
a simple corrective method, and (3) argue for using pub-
licly available, high-quality FLS measurements and met mast
datasets for air–sea interaction studies, along with legacy
measurements such as met buoys. In Sect. 4 and with refer-
ences to the recent literature, suggestions are made regarding
practical actions and research initiatives.

This article provides references to recent works regarding
air–sea interaction and drag formulations. Yet, it does not
take a scientific stand on the nature of these interactions. In-
stead, it merely tries to bring a practitioner’s perspective to
this long-lasting discussion: for design purposes, an accurate
depiction of both wind and sea state in reanalysis datasets is
required, and useful, quality datasets are readily available for
validation work.

1.1 Elements of wind profile modelling

As explained for instance in Peña et al. (2008) and its ref-
erences such as Stull (1988), in the layer close to the sur-
face where the Monin–Obukhov similarity theory (MOST)
is valid, the mean wind speed U at a given elevation z above

the surface is given by
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where u∗0 is the friction velocity at the surface, z0 is the
roughness length, κ is the von Kármán constant (here taken
equal to 0.4), L is the Obukhov length and ψm is an at-
mospheric stability-dependent function derived from experi-
ments. Above the surface layer, this expression needs to be
supplemented with additional terms: the height of the bound-
ary layer zi and a length scale LMBL, which is a characteris-
tic length scale of the eddies in the ABL (see the original in
Gryning et al., 2007, and references therein).

Over water, the Charnock relationship is used for linking
roughness length and friction velocity (see Peña et al., 2008,
and Eq. 3.26 of ECMWF, 2016a):
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where αCh and αM are sea-state-dependent parameters and
ν is the air kinematic viscosity (term only relevant for very
low wind speeds). We use αM = 0.11 following Sect. 3.2.4
of ECMWF (2016a). Equations (1) and (2) are widely used
in NWP modelling systems such as the Global Forecast
System (GFS), the Integrated Forecast System (IFS) and
the Weather Research and Forecasting (WRF) Model. The
term αCh is referred to as the Charnock parameter and is
either kept constant (for instance in Peña et al., 2008, or
in CFSR/CFSv2; see Renfrew et al., 2002) or made depen-
dent on sea state conditions. In this article, we focus on
the IFS Cy41r2 (ERA5) implementation. See Eq. (3.11) of
ECMWF (2016b), where the atmospheric and ocean models
are coupled via

αCh =
α̂√

1− τw
τ

, (3)

where τ is the wind stress (ρau
∗

0
2, where ρa is the air density),

τw is the wave stress (from the waves to the atmosphere) and
α̂ is a constant. For all practical purposes, a neutral drag co-
efficient Cd,n can be derived and is often used for comparing
model and measurement results:
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where Un is the wind speed for neutral conditions evaluated
using Eq. (1) and ψm(z/∞)= ψm(0)= 0 (negligible buoy-
ancy).

1.2 Measurement data description

In this article, we use well-documented and well-validated,
high-quality, publicly available measurement datasets from
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Figure 1. Photographs of the floating lidar systems (left panel: Fugro, middle panel: EOLOS) as well as the IJmuiden mast (right panel).
Sources: Fugro, EOLOS and Wind op Zee.

Table 1. High-level description of the measurement datasets used in this article. Detailed information can be found in the references provided
in the table.

ID Long Lat Type Period Elevations Source References
° E ° N [m a.s.l.]

IJM 3.436 52.998 Mast (cups) 11 Nov–16 Mar {26; 57; 91} Wind op Zee Quaeghebeur and Zaaijer (2020)
TNWA 5.551 54.018 FLS 19–20 Jun {4; 30; . . . ; 250} RVO Fugro (2022)
E05 −72.715 39.969 FLS 19 Aug–21 Sep {20; . . . ; 200} NYSERDA EOLOS (2020)
E06 −73.429 39.546 FLS 19 Sep–22 Mar {20; . . . ; 200} NYSERDA EOLOS (2020)
Lot 1 6.301 56.628 FLS 21–23 Nov {4; 30; . . . ; 270} ENS Fugro (2023)
Lot 2 6.457 56.344 FLS 21–23 Nov23 {4; 30; . . . ; 270} ENS Fugro (2023)

the wind energy industry such as floating lidar systems and a
met mast (cup anemometer); see Fig. 1. Legacy instruments
such a met buoys have been left out intentionally due to the
poor quality and traceability of these measurements in com-
parison to the former datasets. A discussion is provided in
Sect. 4 on future works and the advantages of adding such
wind energy measurements alongside legacy instruments to
decrease modelling uncertainty.

The measurements have been chosen from the comprehen-
sive list of datasets available on the Wind Resource Assess-
ment Group wiki page (see https://groups.io/g/wrag/wiki/
13236, last access: 11 August 2024). Their locations are
marked in red in Fig. 2, and a high-level description is pro-
vided in Table 1 (except for M6 and 62001, where no mea-
surement data are used). All measurement locations lie far
offshore, where land–sea mask effects are negligible for the
wind directional bins selected for the analyses (see Sect. 2.3).

All FLS measurements have been validated as per the
Carbon Trust Offshore Wind Accelerator Roadmap Stage 3
(Carbon Trust, 2018). That is, both types of lidar and FLS
have been validated dozens of times against reference mea-
surements (cups or lidar validated against cups), and these
tests have repeatedly shown mean relative deviations smaller
than 2 %. Examples of validations are provided in Figs. A1
and A2. A large number of publicly available validation re-
ports have been collected by the authors (see Gandoin, 2024).

For the specific case of the Fugro FLS, from the RVO (Rijks-
dienst voor Ondernemend Nederland (The Netherlands En-
terprise Agency)) campaigns (see https://offshorewind.rvo.
nl/, last access: 11 August 2024) 16 validation reports are
available together with additional studies such as Kelber-
lau (2022) and Kelberlau and Mann (2022), showing sim-
ilarly very small deviations against several cup anemome-
ter measurements offshore. For the EOLOS FLS, three val-
idation reports are available in the above-mentioned online
repository, and Araújo da Silva et al. (2022) provide a thor-
ough description and validation of the device at the IJmuiden
met mast.

All FLSs used in this study are equipped withZX continu-
ous wave lidars; see Knoop et al. (2021) for a research valida-
tion study. The 10 min data have been filtered using a regular
filter based on the average number of valid samples during
one scan (so-called minimum number of packets); it is here
set to 18. Fugro uses a threshold of 9 (see Table 3.2 of Fugro,
2021), and validation studies such as TNO (2021) show that
for this type of lidar the accuracy of the measurement is not
significantly sensitive to the value of the threshold. A thor-
ough and quantitative overview of availability statistics for
these instruments is provided in the references stated in Ta-
ble 1. For comparisons with model data, the data have been
hourly averaged, and only time periods with at least five valid
10 min timestamps have been used.
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Figure 2. Location of the publicly available wind-energy-specific wind datasets (black dots), together with the analysis locations used for
this paper. The small box on the bottom left of the subfigures shows the Mid-Atlantic Bight off the USA East Coast, while the larger
map shows the North Sea. The two maps show land–sea masks for CFSv2 (a) and ERA5 (b). For ERA5, and for IFS in general, land–sea
mask values range from 0 to 1 and indicate (see https://confluence.ecmwf.int/display/FUG/Section+2.1.3.1+Land-Sea+Mask#Section2.1.3.
1LandSeaMask-Land-Seamask, last access: 11 August 2024) the fraction of land in the model cell.

Wind Energ. Sci., 9, 1727–1745, 2024 https://doi.org/10.5194/wes-9-1727-2024

https://confluence.ecmwf.int/display/FUG/Section+2.1.3.1+Land-Sea+Mask#Section2.1.3.1LandSeaMask-Land-Seamask
https://confluence.ecmwf.int/display/FUG/Section+2.1.3.1+Land-Sea+Mask#Section2.1.3.1LandSeaMask-Land-Seamask


R. Gandoin and J. Garza: Underestimation of strong wind speeds offshore in ERA5 1731

1.3 Derivation of a 10 m wind time series from
measurements

As explained later in Sect. 3.2, when u∗0, L and αCh are
known, wind speed at any elevation in the surface layer
can be computed (an example is given for the 26.1 m cup
anemometers at IJmuiden mast (IJM)). Therefore, deriving a
10 m wind from measurement data is not always necessary.

However, for practical reasons this often needs to be
done (CFSR and CFSv2 winds are available at 10 m, or, tra-
ditionally for spectral wave modelling). In the present ar-
ticle, two methods have been considered for every 10 min
timestamp: (1) interpolation using a power law the mea-
surements between the 4 m sonic anemometers and the low-
est lidar measurement elevation and (2) fitting of a power
or log law to the lidar measurements up to and includ-
ing 80 m and then extrapolation down to 10 m. Both meth-
ods add some uncertainty to the derived 10 m value: for
the first the uncertainty mainly lies in the uncertainty of
the 4 m sonic anemometers; for the second and in particu-
lar for stable conditions, the wind profile may not be well
fitted by a power law. To alleviate these uncertainties, the
present study focuses on wind speeds higher than 15 and
20 m s−1 (where stable conditions are very rare; this was
checked from both reanalysis data time series but also the
literature; see Sathe et al., 2011, for the North Sea), and in
Sect. 2.3 the comparison is made for unstable and neutral
conditions only by limiting the range of air–sea temperature
difference to 1θ = T4 m−SST< [−2;0.5[ °C (North Sea)
and 1θ = T4 m−SST< 0.5°C (Atlantic Bight). The reason
for choosing two different ranges of temperature differences
is that in the Mid-Atlantic Bight strong wind conditions oc-
cur during winter for very unstable conditions. For all these
comparisons, the mean wind speed measurement profile is
provided to check the validity of the extrapolation method.
Furthermore, the uncertainty of the extrapolation method has
been verified using proprietary Fugro FLS measurements lo-
cated in northern Scotland, where 12 m lidar measurements
are available (the exact location is confidential): see Fig. 3,
which shows that the errors are the smallest when consid-
ering method 1). This method has thereby been chosen in
Sect. 2.3, but it has been checked that the conclusions of the
analysis are not sensitive to the choice of the method (i.e. that
the ERA5 10 m wind speeds are lower than measured values,
also when considering measurement uncertainty).

1.4 Model data

For this study, CFSR (Saha et al., 2010) and CFSv2 (Saha
et al., 2014) data have been downloaded using DHI’s MetO-
cean On Demand (MOOD) web interface (see https://www.
metocean-on-demand.com/, last access: 11 August 2024,
where it is stated that “The data is extracted as discrete
(non-interpolated) values of the model grid cell.”). Data from
ERA5 (Hersbach et al., 2020) have been downloaded from

MOOD as well for the locations M6, Lot 1, Lot 2, E05
and E06. For the locations TNWA (Ten noorden van de Wad-
deneilanden A, where A is the number of measurement loca-
tion), IJM and 62001, the ERA5 data were also fetched from
the Copernicus Data Store (CDS), and for these locations it
was verified that both sources are identical. Compared to in
situ measurements, for IJM and TNWA the data were inter-
polated at the measurement location. For E05, E06, Lot 1 and
Lot 2 the nearest node was used. The following parameters
have been used (all hourly time series):

1. for CFSR/CFSv2, 10 m wind speed and direction and
air and sea surface temperature

2. for ERA5,

– from Metocean on Demand, 10 and 100 m wind
speed and direction

– from the CDS, same as above plus 2 m air tem-
perature, sea surface temperature, friction veloc-
ity, roughness length, Charnock coefficient, sensi-
ble heat flux, dew point temperature and pressure at
the sea surface.

2 Comparisons of ERA5 and CFSR/CFSv2 with
measurements

In the literature, multiple comparisons between in situ mea-
surements and IFS model wind speeds close to the surface
have concluded that for strong wind conditions the IFS model
wind speeds are lower than measured values and lower than
other reanalysis datasets (global or regional). See for instance
Fery et al. (2018) for ERA Interim and Bentamy et al. (2021),
Alday et al. (2021), Solbrekke et al. (2021), Spangehl et
al. (2023), and Meyer and Gaslikova (2024) for ERA5.

2.1 Comparisons between ERA5 and CFSv2

Examples of differences with ERA5 (IFS) and CFSv2 (GFS)
model results are provided below for two locations: the
M6 buoy off the west coast of Ireland and the TNWA FLS
(see Fig. 4). Similar trends are visible across several loca-
tions on the northwestern European shelf (see the Supple-
ment). Figure 5 shows that at the 62001 buoy location and
when separating the dataset between short and long fetches,
the relative difference between the models seems to be larger
for short fetches; as discussed in Sect. 3 this is a sign that the
difference between the models is driven by the dependency
of the ERA5 drag formulation to the sea state. In this exam-
ple, short fetches are defined as wind directions where wind
comes from land across the Bay of Biscay, while wind direc-
tion oriented towards the Atlantic Ocean is considered long
fetches (see Fig. 2). This effect is of the same magnitude at all
locations when considering the CFSR data (1 January 1979
to 1 April 2011), which have a coarser resolution than ERA5
(see Gandoin, 2024).
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Figure 3. Panels (a) and (c) show comparisons of 12 m hourly wind speed (WS) measurements from a Fugro FLS (undisclosed location)
with 12 m time series derived using the three methods discussed in the text and stated in the legend (PL stands for power law, and LL stands
for log law). Panel (a) shows the corresponding mean wind speed profile, where the blue markers are FLS measurements, the black line is
the fitted log law and the magenta line is the fitted power law. Measurements have been filtered for 100 m wind speeds (WS100) between
15 and 50 m s−1, as well as for wind directions (WDs) between 270 and 30°.

Figure 4. For two locations (see Fig. 2), comparison of the ERA5 and CFSv2 10 m wind speeds. For wind speeds above approximately
10 m s−1, the ERA5 values are smaller than the CFSv2 values; this effect is stronger at TNWA than at M6. The density of the scatterplot
uses a colour map, from blue (low density, few points) to yellow (high density, many points). The white dots are the binned mean values (for
bins with more than 10 points).

2.2 Comparisons between ERA5 and measurements

Using the method explained in Sect. 1.3, 10 m wind speed
time series have been derived from FLS measurements.
These values were compared with ERA5 and CFSv2 model
data for five measurement locations in Fig. 6 (Lot 1) and in
Figs. A3–A6. For all locations, the ERA5 values are smaller
than the measured values and smaller than the CFSv2 values.

3 Addressing and correcting the ERA5 drag
formulation

In Sect. 3.1, using ERA5 data downloaded from the CDS,
we check that ERA5 wind speeds can be derived from fric-
tion velocity, Charnock parameter and the Obukhov length;
then we analyse the behaviour of the ERA5 drag formulation
for different sea state conditions and conclude that the ERA5
bias likely comes from the asymptotic behaviour of Eq. (3)
for large values of τw/τ . Then, in Sect. 3.2 we propose a
simple correction which consists of capping, or keeping con-
stant, the values of the Charnock parameter.
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Figure 5. As for Fig. 4, this figure shows a comparison of ERA5 and CFSv2 10 m wind speeds, this time at the 62001 buoy and for two wind
directional bins corresponding to a very long fetch and a short fetch. The difference between the two model results is larger for short fetches.
The white dots are the binned mean values (for bins with more than 10 points).

Figure 6. For one FLS location in the Danish North Sea, comparison between modelled and measured hourly mean wind speeds. The white
dots are the binned mean values (for bins with more than 10 points). A subset of high wind speeds (selected using the FLS measurements
at 100 m) are highlighted in red. The plot to the top left shows mean wind speed profiles for this subset, where the blue line represents
measurements. The dashed black line is a power law fit to the measurement data below 80 m; the magenta line represents a log law. The 10 m
measured data on the x axis of the scatterplots have been interpolated between the 4 m sonic anemometer and the lowest lidar elevation; it
can be checked on the top left that this is a valid approach that introduces an uncertainty smaller than the difference between the two models.
A wind rose corresponding to the subset of high wind speeds (in red on the scatterplots) is shown on the map.

3.1 Drag formulation in ERA5

As explained in Sect. 1, friction velocity, roughness length
and mean wind speed are interlinked via Eqs. (1) and (2).
On the one hand, the ERA5 analysis 10 m wind speed time
series is readily available (via its two horizontal compo-
nents) on the CDS. On the other hand, friction velocity
u∗0 and roughness length z0 are only provided as forecast

values. Please note that this forecast roughness length
time series is faulty and should not be used (Item 18 on
https://confluence.ecmwf.int/display/CKB/ERA5:+data+doc
umentation#ERA5:datadocumentation-Knownissues, last
access: 11 August 2024); instead, the best way to estimate z0
from CDS data is to use the Charnock coefficient time series
(available from the CDS) and u∗0 as in Eq. (2). As a result,

https://doi.org/10.5194/wes-9-1727-2024 Wind Energ. Sci., 9, 1727–1745, 2024

https://confluence.ecmwf.int/display/CKB/ERA5:+data+documentation#ERA5:datadocumentation-Knownissues
https://confluence.ecmwf.int/display/CKB/ERA5:+data+documentation#ERA5:datadocumentation-Knownissues


1734 R. Gandoin and J. Garza: Underestimation of strong wind speeds offshore in ERA5

Figure 7. For ERA5 at the TNWA location, the left-hand side of this figure shows comparisons between the roughness length values from
the CDS (faulty) and the ones computed using the friction velocity and the Charnock parameter time series. The plot in the middle shows a
comparison between the 10 m wind speed from the CDS and the one derived using MOST with the friction velocity, the roughness length
derived from friction velocity and Charnock parameter, and the Obukhov length computed from CDS time series. The plot to the right shows
a comparison between the 100 m wind speed time series from the CDS and the one derived from the same parameters as for the middle
plot, plus the surface layer extension model from Gryning et al. (2007). The white dots are the binned mean values (for bins with more than
10 points). Overall, this figure shows that the wind speed values from the CDS at 10 and 100 m can easily be reproduced using well-known
wind profile expressions.

ERA5 10 m wind speed time series can be reconstructed
solely using Eq. (1) with u∗0, αCh and L computed from
CDS data.1 As shown in Fig. 7 this gives satisfactory results.
Furthermore, the formulations presented in Gryning and
al. (2007) can be used to derive very realistic 100 m wind
speeds; see Fig. 7 as well (this is helpful to practitioners who
may want to derive wind speeds at higher elevations). As
explained above, u∗0 is provided as a forecast value, while
the 10 m wind speed from the CDS comes from the analysis
(ERA5 contains both analysis and forecast fields); also, the
Obukhov length L is computed from other model fields and
does not necessarily correspond, for every timestamp, to the
value used in the IFS. These differences explain the scatter
between the reconstructed 10 m wind speeds and the ones
from the CDS, in the second plot in Fig. 7.

3.2 Bias explanation and correction

From the above discussion, the results of the ERA5 drag for-
mulation can be analysed further, with regards to Eq. (3)
and the sea state dependency of the Charnock parameter.
For increasing values of τw/τ , the resulting value of z0 has
been computed for a wide range of 10 m wind speeds using
Eqs. (1) and (2) iteratively, and the results are shown against
ERA5 time series at TNWA and the 62001 buoy in Fig. 8.
For strong wind speeds the z0 values are relatively larger for

1For the present study, we have used u∗0, and the sensible heat
flux, the air and dew point temperature at 2 m as well as the sur-
face pressure. An alternative method is described on the ECMWF
user support website at https://confluence.ecmwf.int/display/CKB/
ERA5:+How+to+calculate+Obukhov+Length (last access: 11 Au-
gust 2024).

the former than for the latter, and for large values of τw/τ ,
small changes of this ratio lead to very large changes in z0:
for instance, at 15 m s−1, a change from 0.99 to 0.995 in τw/τ

leads to a 60 % increase in z0. Since, as shown in Fig. 9, the
ERA5- and CFSR/CFSv2-derived friction velocity values are
similar, this increase in roughness length leads to a decrease
in mean wind speed.

In IFS, as τw/τ increases, the Charnock coefficient in-
creases; Fig. 10 shows that this is particularly the case for
short-fetch conditions in relatively shallow waters like the
North Sea. For such conditions and for a given value of sig-
nificant wave height, the peak period of the spectra is typi-
cally smaller than for fully developed, long-fetch conditions.
The bias in IFS may then be related to the growth rate param-
eterisation described in Sect. 2.2 of ECMWF (2016b). This
should be investigated in future works, for instance in ERA6
and ERA7 pre-production validation studies (see Sect. 4).

3.3 Bias correction

From the above, we conclude that CFSv2 and ERA5 can
come to a closer agreement when changing the value
of the ERA5 Charnock parameter. This is demonstrated
in Fig. 11, where ERA5 αCh values are set to 0.018,
and 10 m ERA5 wind speeds are derived as explained
in the previous section. The value of 0.018 has been
chosen empirically by the authors of the report, from
experience and preparatory works (published on https://eo-
winds.net/2021/09/06/reconciling-surface-layers-wind-
speeds-in-cfs-and-era5, last access: 11 August 2024). Other
values reported in the literature include 0.012 in Araújo
da Silva et al. (2022), 0.012 to 0.014 in Peña and Gryn-
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Figure 8. For two locations, this figure shows a scatterplot of ERA5 roughness lengths values against 10 m wind speed. Using an iterative
process, Eqs. (1)–(3) have been solved for different values of ratios between wave and wind stress and for a constant Charnock parameter
value of 0.018. The results are shown in the figures.

Figure 9. For the TNWA FLS location and for neutral conditions,
this figure shows a comparison between friction velocities values
from the ERA5 and the ones derived iteratively using Eqs. (1)
and (2) and the 10 m CFSv2 wind speed time series (with a constant
Charnock coefficient of 0.014; see Renfrew et al., 2002). The white
dots are the binned mean values (for bins with more than 10 points).

ing (2008), and 0.018 for the IFS ran without the ocean
model (see https://codes.ecmwf.int/grib/param-db/148, last
access: 11 August 2024) and in Brown et al. (2013). Please
note that the MOST should be used to obtain satisfactory
results for mow to moderate wind speeds where atmospheric
stability is important, i.e. using the Obukhov length as
explained in Sect. 3.1.

Furthermore, this methods allows a direct comparison of
ERA5 values with measurements, without having to ex-

trapolate the measurement elevation: see the example of
the 26.1 m anemometer time series at the IJmuiden mast
in Fig. 12, where four time series are compared: orig-
inal ERA5 (top left), ERA5 with constant αCh = 0.018
(top right), ERA5 with max(αCh)= 0.018 (bottom left)
and the method employed in the Global Atlas of Sit-
ing Parameters Ocean and Coast (GASPOC) project (DHI,
2023) for their “modified” ERA5 wind speed time se-
ries (bottom right). This last method uses ERA5 wind
speed and atmospheric stability information only (not αCh
nor u∗0), and it leads therefore to higher wind speeds in
strong wind conditions. The method where αCh is capped
to 0.018 is analogous to reduced drag methods commonly
used for ocean surface layer modelling; see for instance
Sect. 2.6 of DHI (2017) or the SWAN model documentation
(see https://swanmodel.sourceforge.io/online_doc/swantech/
node15.html, last access: 2 May 2024). As shown in Table 2,
the suggested correction method (constant αCh = 0.018 or
max(αCh)= 0.018) leads to a slight overestimation of strong
wind speeds, while the original ERA5 data show an underes-
timation of almost 10 % for the largest values.

3.4 Limitations and applicability of the proposed
methodology

The suggested correction method presented earlier is not free
from limitations. In this section, we discuss four main topics
which should be investigated further: (a) the choice of the
Charnock parameter, (b) the validity of the method for wind
speeds higher than 25 m s−1, (c) the derivation of wind speed
values for shorter averaging period than 1 h and (d) validation
for long fetches.

As explained in Sect. 1.1, all the drag formulations pre-
sented in this study require some degree of tuning using
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Figure 10. This figure shows mean values of ERA5 Charnock coefficient for strong wind speed conditions and four different wind directional
bins. The filters have been applied for each ERA5 node: the timestamps selected for computing the Charnock coefficient values are not
necessarily concurrent between all the nodes.

Figure 11. This figure shows a comparison of ERA5 10 m wind speeds computed, as explained the text, using the CDS friction velocity
and Charnock parameter capped at 0.018 and the CFSv2 time series. The white dots are the binned mean values (for bins with more than
10 points). This method greatly reduced the difference at high wind speeds.
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Figure 12. This figure shows a comparison of ERA5 26.1 m wind speeds and measurements at 26.1 m from the IJmuiden mast. The model
data are computed as explained the text and summarised in the title of the subplots. The white dots are the binned mean values (for bins with
more than 10 points).

Table 2. Pairwise linear correlation coefficient R and mean relative differences between the four model time series described in the text
and hourly wind speed measurements at IJM (26.1 m a.m.s.l.). The mean relative differences are computed for three different thresholds of
measured wind speeds.

Model time series R [–] Mean relative differences [%]

WS> 10 m s−1 WS> 15 m s−1 WS> 20 m s−1

ERA5 from CDS 0.944 −3.7 −6.6 −9.7
ERA5 with constant αCh = 0.018 0.947 2.2 4.3 4.1
ERA5 with max(αCh)= 0.018 0.948 2.1 4.3 4.1
“Modified” ERA5 wind speed time series from DHI (2023) 0.945 5.3 9.2 10.3

one or more empirical parameters. In our case, we pro-
pose a single value of the Charnock parameter, 0.018, which
gives satisfactory results for correcting ERA5 wind speeds so
that they match CFSR/CFSv2 values (the industry-preferred
model; see Sect. 1) as well as measurements. For a given
offshore wind project, the practitioner may change or adapt
this value to best fit their objectives, and the choice of this
parameter should always be documented, discussed and con-
textualised.

Our measurement datasets do not contain 10 m hourly
wind speeds higher than 25 m s−1. For tropical cyclone con-
ditions where 10 m wind speeds can exceed 30 m s−1, judg-
ing from the results presented in Janssen and Bidlot (2023)
and Bouin et al. (2024) about drag coefficient reduction at
such high wind speeds, the proposed method likely overesti-
mates measured values.

For engineering applications, it is often necessary to assess
extreme values for averaging times shorter than 1 h: typically
10 min, 1 min and 3 s. The IFS and GFS NWP modelling
systems do not explicitly model microscale turbulent ed-
dies and therefore rely on parameterisations; see Sect. 3.10.4
of ECMWF (2016a). In engineering, measurement-based
methods are used (Andersen and Løvseth, 2006), alongside
model-based, empirical spectral correction methods (Larsén
and Ott, 2022). Our correction method only deals with 1 h
wind speeds; for deriving shorter averaging we refer to the
two above-mentioned studies.

Finally, our study does not show a validation for long-
fetch conditions, where, as shown in Fig. 5, differences be-
tween CFSR/CFSv2 and ERA5 are smaller. This is because
the measurement datasets currently publicly available are pri-
marily in enclosed seas or in places where the strongest 10 m
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winds come from the shore. There exist high-quality lidar
measurements in the open ocean, but they are not publicly
available. When such datasets become publicly available or
for projects with such data, additional validations should be
carried out.

Overall, it important to stress that our study does not con-
clude that using an uncoupled version of IFS, with a constant
Charnock parameter, is preferable to using a coupled model.
In effect, there are many advantages to using a coupled model
as it reflects more truly the nature of air–sea interactions. Yet,
for specific applications and regions, biases can appear, and
we wish to demonstrate that, with all the necessary informa-
tion, simple and transparent correction methods can be de-
rived.

4 Conclusion and suggestions for future work

The characterisation of the interactions between wind, sea
state and currents remains an active field of research. Flux
measurement experiments have been carried out only at a few
locations, and the theoretical basis for understanding these
interactions is still in development (Ayet and Chapron, 2022;
Janssen and Bidlot, 2023).

Modellers have adapted these models to one- or two-way
coupled atmosphere–ocean modelling systems, and compar-
isons are regularly performed; see for instance Edson et
al. (2013) and Bouin et al. (2024). These comparisons are
often carried out for locations that are not representative of
offshore wind locations. For instance, the ECMWF drag for-
mulation in Edson et al. (2013) is representative of the “glob-
ally averaged wave age-dependent roughness at a given wind
speed”. As oceans cover 70 % of the world, these model grid
cells are for the most part deep-water, very far offshore lo-
cations where the fetch- and bathymetry-dependent bias dis-
cussed in Sect. 3 is less visible. Alternatively, in Bouin et
al. (2024) and Janssen and Bidlot (2023), the focus is on very
high wind speeds during tropical cyclones (TCs). This is of
value to the forecasting community, but offshore wind appli-
cations require the entire range of wind speeds to be mod-
elled accurately.

Some may argue that when focusing on modelling sea
state hydrodynamic conditions, adjustments to the wind forc-
ing are as equally important as the other wave spectra sources
and sinks of energy (bottom friction, wave–wave interactions
etc.). This is true, but the end users and in particular off-
shore wind practitioners require both wind and waves/hy-
drodynamics to be correct. As the next generation of high-
resolution (towards kilometre-scale) reanalysis datasets are
being prepared for production (ERA6/7, MERRA-3), plan-
ning for sector or class of user-specific validations becomes
necessary, for instance with increasing complexity:

– Validation runs against mast, lidar and FLS measure-
ments during a great number of storm events (this is
commonly done for commercial projects). Adding such
datasets alongside legacy measurements such as met
buoys would prove very valuable and persuasive for
wind energy practitioners. On the other hand, oceanog-
raphers who are relying in legacy measurement would
find an alternative, higher-quality dataset to work with.

– Refined grid meshes are in coastal areas where off-
shore wind projects are being developed and are adapt-
ing model data delivery to the needs of offshore wind
practitioners.

– Lidar measurements should be included in air–sea
interaction measurement campaigns (as in the WFIP3
project; see https://www.psl.noaa.gov/renewable_
energy/wfip3/, last access: 11 August 2024).

– Work should continue towards unifying oceanographic
and ABL meteorology frameworks, from a wind energy
perspective as discussed in Shaw et al. (2022).
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Appendix A

Figure A1. Example of FLS lidar validation (from GLGH, 2015).
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Figure A2. Example of FLS validation (from DNV GL, 2019).
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Figure A3. Same as Fig. 6 but for the Lot2 FLS location in the Danish North Sea.

Figure A4. Same as Fig. 6 but for the TNWA location in the Danish North Sea.
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Figure A5. Same as Fig. 6 but for the E05 FLS location in the New York Bight.

Figure A6. Same as Fig. 6 but for the E06 FLS location in the New York Bight.
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Code and data availability. The code is not avail-
able, as some of the functions are property of C2Wind
ApS. The data are publicly available; see Saha et
al. (2010, https://doi.org/10.1175/2010BAMS3001.1), Saha
et al. (2014, https://doi.org/10.1175/JCLI-D-12-00823.1),
Hersbach et al. (2020, https://doi.org/10.1002/qj.3803),
https://offshorewind.rvo.nl/ (RVO, 2024), https://
oswbuoysny.resourcepanorama.dnv.com/ (DNV, 2024),
https://www.metocean-on-demand.com/ (DHI, 2024), and
https://ens.dk/en/our-responsibilities/offshore-wind-power/
preliminary-site-investigations-energy-islands (ENS, 2024).

Publicly available lidar and FLS validation reports, as
well as comparisons of ERA5 and CFSR/CFSv2 10 m
wind speeds at several locations, are provided in Zenodo
(https://doi.org/10.5281/zenodo.11100768, Gandoin, 2024).
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