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Abstract. High-fidelity flow modeling with data assimilation enables accurate representation of the wind farm
operating environment under realistic, nonstationary atmospheric conditions. Capturing the temporal evolution
of the turbulent atmospheric boundary layer is critical to understanding the behavior of wind turbines under
operating conditions with simultaneously varying inflow and control inputs. This paper has three parts: the
identification of a case study during a field evaluation of wake steering; the development of a tailored mesoscale-
to-microscale coupling strategy that resolved local flow conditions within a large-eddy simulation (LES), using
observations that did not completely capture the wind and temperature fields throughout the simulation domain;
and the application of this coupling strategy to validate high-fidelity aeroelastic predictions of turbine perfor-
mance and wake interactions with and without wake steering. The case study spans 4.5 h after midnight local
time, during which wake steering was toggled on and off five times, achieving yaw offset angles ranging from
0 to 17°. To resolve nonstationary nighttime conditions that exhibited shear instabilities, the turbulence field was
evolved starting from the diurnal cycle of the previous day. These background conditions were then used to drive
wind farm simulations with two different models: an LES with actuator disk turbines and a steady-state engineer-
ing wake model. Subsequent analysis identified two representative periods during which the up- and downstream
turbines were most nearly aligned with the mean wind direction and had observed yaw offsets of 0 and 15°. Both
periods corresponded to partial waking on the downstream turbine, which had errors in the LES-predicted power
of 4 % and 6 %, with and without wake steering. The LES was also able to capture conditions during which an
upstream turbine wake induced a speedup at a downstream turbine and increased power production by up to

13 %.
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the US Government retains a nonexclusive, paid-up, irrevocable,
worldwide license to publish or reproduce the published form of
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1 Introduction

The atmospheric boundary layer (ABL) in which a wind
farm operates is inherently nonstationary, and wind turbines
within a wind farm must continuously adapt their behavior to
harvest an evolving wind resource. More efficient and cost-
effective design and operation of wind farms should therefore
incorporate knowledge of not only canonical stationary con-

ditions but nonstationary conditions as well. Nonstationarity
occurs across a range of scales, from quasi-steady canoni-
cal conditions in the microscale to synoptically driven at-
mospheric motions at large scales. Large-scale nonstation-
arity may arise predictably — during the morning or evening
transition coinciding with sunrise and sunset, for example —
or less predictably, from weather events or turbulence inter-
mittency. The corresponding turbulent flow transients affect
wind turbine array performance through wind turbine wake
dynamics (Abkar et al., 2016) and may result in extreme
wind turbine loads (Hannesdéttir et al., 2019). These tran-
sient flow fields can be studied with the aid of large-eddy
simulations (LESs), which are able to represent realistic non-
stationary conditions (Stoll et al., 2020; Porté-Agel, 2020).
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However, the accuracy of that representation depends on hav-
ing appropriate atmospheric forcing (Bosveld et al., 2014b;
Angevine et al., 2020). Having the ability to reliably sim-
ulate the ABL with a variety of site-specific, time-varying
atmospheric forcings will allow wind energy scientists and
engineers to better characterize the range of wind farm per-
formance and wind turbine loading that can be expected for
current and future deployments.

Early LES investigations focused on quasi-steady condi-
tions, whereas more recent studies have also included atmo-
spheric forcings of increasing complexity and realism (Stoll
et al., 2020). Here, atmospheric forcing refers to any combi-
nation of initial, boundary, or internal conditions provided to
an LES to drive its solution toward known flow field quanti-
ties, where the degree to which and accuracy with which the
atmospheric state is known vary from study to study. Non-
stationary simulations were initially performed for a diurnal
cycle using approximate geostrophic wind and surface condi-
tions derived from a near-surface sonic anemometer (Kumar
et al., 2006). These earlier studies often used ad hoc parame-
terizations to represent the vertical structure of forcing quan-
tities that was not known (e.g., Basu et al., 2008b; Duynkerke
et al., 2004). Without comprehensive measurements from
which to derive these forcing quantities, many researchers
have turned to numerical weather prediction (NWP) for more
complete representations of boundary layer profiles. A later
study combined NWP with measurements, taking a similar
approach to surface conditions as Kumar et al. (2006) but ap-
proximating the geostrophic wind from NWP model outputs
(Kumar et al., 2010). The ability of NWP to describe the full
atmospheric state, including three-dimensional velocity and
temperature fields, makes it an attractive option for driving
LES. As such, a large number of more recent studies have
derived atmospheric forcings purely from NWP modeling at
the mesoscale to more accurately simulate ABL turbulence at
the microscale (Schalkwijk et al., 2015; Santoni et al., 2020;
Allaerts et al., 2020; Draxl et al., 2021; Sanz Rodrigo et al.,
2021).

The spatiotemporal scales of atmospheric motion are
linked in nature, but the practice of simulation across
weather (mesoscale) and turbulence (microscale) regimes,
also known as mesoscale-to-microscale coupling (MMC),
is still gaining traction in wind energy research and indus-
trial applications (Sanz Rodrigo et al., 2017b; Haupt et al.,
2020). In addition to computational cost and model complex-
ity (Haupt et al., 2020), numerous challenges remain in de-
veloping a robust, optimized multiscale model (Haupt et al.,
2019, 2023). Modeling choices can impact the accuracy of
the resulting coupled solution. There is uncertainty intro-
duced by a wide array of NWP submodel choices, e.g., the
planetary boundary layer and surface layer schemes (Yang
et al., 2017; Berg et al., 2019) or the global dataset that pro-
vides mesoscale initial and boundary conditions (Kleczek
et al., 2014; Sanz Rodrigo et al., 2017a). Data assimilation
techniques, such as nudging, can improve agreement be-
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tween simulated fields and observations but introduce addi-
tional model parameters and may match trends without pre-
cisely capturing the timing of weather events (e.g., Arthur
et al., 2020). Mesoscale models are further challenged by
nonflat terrain, with model errors increasing at lower wind
speeds and in more complex terrain (Jiménez and Dud-
hia, 2013). These aggregated mesoscale errors can translate
into differences in hub-height wind speeds (and wind shear
throughout the rotor layer) that transfer to the microscale and
are reflected in, e.g., turbulent kinetic energy (TKE) and tur-
bulent stress (Haupt et al., 2019). Microscale LES therefore
only has a limited capacity to correct for the errors in the
large-scale background conditions (Allaerts et al., 2020).

Despite the aforementioned challenges, MMC has been
successfully applied to several wind energy studies that in-
cluded modeled wind turbines operating under the same con-
ditions as observed in the field. Previous investigations fo-
cused on different objectives: turbine wake dynamics dur-
ing a representative terrestrial diurnal cycle (Vollmer et al.,
2017a) and offshore conditions over 2d (Vollmer et al.,
2017b) for wind farm performance during a 6d period and
turbine response to a frontal passage and associated wind
ramp (Arthur et al., 2020). Most studies used the Weather
Research and Forecasting (WRF) model to simulate the evo-
lution of mesoscale background conditions, with the excep-
tion of one study that directly derived mesoscale tendencies
from an operational analysis (Vollmer et al., 2017b).

The success of these previous studies has been contingent
on the availability of accurate mesoscale data from an NWP
model. This availability is not guaranteed. As an alternative
to forcing the microscale with NWP model data, it is possi-
ble to automatically derive the large-scale forcing by assim-
ilating local observations if they are available. Allaerts et al.
(2023) were able to reproduce site-specific conditions dur-
ing a diurnal cycle by using time—height profiles of wind and
virtual potential temperature spanning the entire depth of the
computational domain, reconstructed from a meteorological
tower and radar wind profiler with an acoustic sounding sys-
tem.

The objective of the work discussed herein is to apply the
MMC simulation technique from Allaerts et al. (2020, 2023)
to more challenging conditions. Of particular interest is cap-
turing the variability in wake-steering performance under
real conditions during a field campaign. This study is mo-
tivated by the current challenges of wind farm control, which
include a fundamental understanding of control flow physics
and model validation (Meyers et al., 2022) as well as the de-
velopment and application of improved control algorithms
(e.g., Howland et al., 2022). The identified case study pre-
cludes straightforward usage of previous MMC strategies for
two reasons: (1) NWP is unable to resolve local conditions
so that microscale atmospheric forcings are necessarily de-
rived from measurements, and (2) local measurements of the
wind and temperature profile are not continuously available
over time and do not span the entire height of the compu-
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tational domain. To address the spatial limitation of the re-
mote sensing instrumentation in this case, a recently demon-
strated MMC strategy from Jayaraman et al. (2022) has been
used. The application of MMC in this context accounts for
the dynamics of both the ABL and the turbine under yaw-
misaligned, off-design conditions.

This paper is organized as follows. Section 2 summarizes
the wake-steering field campaign of interest (Fleming et al.,
2019, 2020), data curation, and the case study selection pro-
cess. Section 3 then discusses the meteorological conditions
during the case study, highlighting possible simulation chal-
lenges. Next, Sect. 4 reviews applicable MMC approaches
and proposes a tailored approach based on data availability
during the case day. Section 5 evaluates these approaches
to ABL simulation for the case day, then provides results
from wind farm simulations of the wake-steering case study.
The present paper focuses on turbine performance only, com-
paring high-fidelity results with an engineering wake model
used in wake-steering controller design. An assessment of
simulated wind turbine loads, in comparison with measure-
ments from the field campaign, will be detailed in a compan-
ion paper by Shaler et al. (2023) that will also include results
from a mid-fidelity dynamic wake meandering model.

2 Field campaign

2.1 Overview

This study is based on measurements from the wake-steering
field campaign of Fleming et al. (2019, 2020). The experi-
mental design and demonstration of the long-term effective-
ness of wake steering are described in Fleming et al. (2019),
which details the first phase of the field campaign. The sec-
ond phase of the field campaign (Fleming et al., 2020) fo-
cuses on a different set of test turbines under northerly flow
conditions, verifying and generalizing the results from the
first phase. The present study is based on the latter campaign,
which offers a longer observational period, more comprehen-
sive data collection, and simpler inflow conditions.

The northern phase of the campaign under investigation
(Fig. 1) measured wake-steering effectiveness in a five-
turbine array that includes a central column of turbines (T2-
T4), approximately aligned with the predominant wind di-
rection, wherein the front turbine (T2) is yaw controlled.
The T2-T4 column is flanked by two unwaked reference tur-
bines (T1 and TS5). Wake steering through controller yaw oft-
sets was toggled on and off at hourly intervals, with the target
offset dictated by a static optimal-offset lookup table that ac-
counts for wind direction uncertainty (described in Simley
et al., 2020). The instantaneous offset is a function of wind
speed and direction that does not account for dynamic con-
ditions or hysteresis effects. Only positive yaw offsets were
considered, corresponding to counterclockwise turbine yaw
(viewed from above) and rightward wake deflection (viewed
from upstream).
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2.2 Data sources

To characterize inflow conditions, high-frequency data from
a meteorological mast were considered along with time-
averaged data from a co-located profiling lidar. These sensors
were located approximately 160 m upwind from the leading
control turbine. The met mast provided high-frequency mea-
surements of velocity (three components), virtual tempera-
ture, humidity, and pressure. All measured quantities used
for model input and validation are summarized in Table 1.

A number of quantities were derived from the met
mast measurements. Potential temperature calculations were
based on pressure profiles, assumed to decay exponentially
according to a scale height H. H was estimated from
the nearest sounding data, collected over 300km away,
to be 8km. The pressure is thus evaluated as p(t,z) =
pobs(t)exp’z/ H  where DPobs 1s the pressure measured at
1.5mabove ground level (a.g.l.). Virtual potential temper-
atures were then calculated from the same estimated pres-
sure profile, assuming the relative humidity (at 2ma.g.l.)
was constant with height over the met mast. Vertical momen-
tum and heat fluxes describing surface conditions and atmo-
spheric stability were calculated from sonic anemometers.

The lidar data had a range gate of 20 m and a maximum
range of 260ma.g.l.; the actual maximum range observed
during the case study was 180 m. To address any possible
bias in the measured turbulence due to cross-contamination
effects, lidar measurements at 60 ma.g.l. were compared
with cup anemometer measurements at the same height. A
weighting function was developed based on this compari-
son and applied to lidar-measured turbulence intensities at
60m and above. In general, the lidar overpredicted turbu-
lence intensity (TI) by a factor of 1.10 (median; interquartile
range 1.01-1.25).

In addition to the meteorological measurements, turbine
operational data including power output and yaw offsets were
available from NREL-installed instrumentation packages on
turbines T2 and T3. Supervisory control and data acquisi-
tion (SCADA) signals were also available for all turbines.
Quality assurance was performed on the SCADA data us-
ing the NREL instruments. Because of the tendency of yaw
signals to drift over time, the NREL experimental team reg-
ularly estimated corrections to the SCADA signal to more
accurately represent the instantaneous turbine yaw position.

2.3 Case study selection

A study period was identified based on the availability of
quality-controlled lidar wind and load data (for the study
of Shaler et al., 2023). The availability of lidar data was
considered essential for this study because the lidar cap-
tures more inflow characteristics than point measurements
of wind conditions. For quality control, the lidar wind data
were filtered to remove data points with a carrier-to-noise
ratio below —22.5dB, while the load data were filtered by
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Figure 1. Site of the wake-steering field campaign, focusing on flow from the north through five turbines (T1-T5), with wake steering
applied to T2 to benefit T3; inflow measurements come from a co-located meteorological tower and profiling lidar upstream. Map data from
Google, © 2023 CNES/Airbus, Maxar Technologies, USDA/FPAC/GEO.

Table 1. Meteorological measurements used in this study for MMC input (/) and validation (V).

Sensor Height Measured signal(s) Derived signal(s)
[ma.g.l.]

Pressure sensor 1.5 barometric pressure potential temperature at all heights

Temperature and humidity sensor 2 air temperature, relative humidity virtual potential temperature (/)

Sonic anemometers 10,50  wind vector, sonic temperature virtual potential temperature (/);
wind shear, also based on cup
anemometer data (V); turbulence
intensity (V); friction velocity (V);
heat flux (/)

Temperature sensor 59  air temperature virtual potential temperature (/)

Cup anemometer 60  wind speed (/) wind shear, also based on sonic
anemometer data (V)

Lidar 40-180  wind speed (1), direction (1), turbulence intensity  corrected turbulence intensity (V')

turbine status. Only periods during which the controlled tur-
bine (T2) and downstream turbine (T3) were operating nom-
inally (based on turbine status codes) and producing power
were considered. From the quality-controlled data, candidate
periods were selected with north—northwesterly winds be-
tween 320 and 350°, the predominant wind sector. This wind
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direction range includes the direction of alignment at 324°,
at which the controlled turbine (T2) directly wakes the im-
mediate downstream turbine (T3).

Given these filtering criteria, 17 baseline (without steer-
ing) and 21 controlled (with steering) 10 min periods were
found between December 2019 and January 2020, the 2
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months of the campaign in which turbines T2 and T3 were
fully equipped with load instrumentation. The majority of the
available data satisfying these criteria corresponded to atmo-
spheric conditions with low hub-height wind speed and tur-
bulence intensity: Uy € [5, 10] ms~! and TI € [1,9] %, re-
spectively. Out of these 38 candidates, 12 nearly consecu-
tive 10 min periods — 5 baseline, 7 controlled — occurred on
26 December 2019 after midnight, starting from 07:48 UTC
(local time (LT) is UTC—7h) and ending at 10:58 UTC.
These 12 periods are the focus of the present case study.

3 Meteorological considerations

3.1 Terrain effects

Given northerly flow conditions, the wind flows toward the
test site over mildly sloping terrain. For northwesterly flow
(from 315°), the change in elevation is less than 40 m over
approximately 4 km (Fig. 2); the variation in elevation is less
for wind directions closer to northerly, i.e., winds from the
north (360°). Downwind of the test site, the terrain changes
abruptly as the wind flows down an escarpment. The ef-
fect of this terrain on local wind conditions is not known.
A preliminary assessment of measurements from the met
mast at 10m, over a 24h period (25 December 2019 at
12:00UTC to 26 December 2019 at 12:00 UTC, encom-
passing the 12 study periods), revealed nonzero mean ver-
tical velocities ~ @(0.1)ms~!. These velocities are an or-
der of magnitude larger than typical large-scale vertical mo-
tion, fluctuating with an approximately 4 h period. Signifi-
cant variability in the mean hub-height wind direction was
observed over the entire duration of the case study. Whereas
the wind direction ranged from approximately —135° (south-
westerly) to 90° (easterly), the near-surface winds as mea-
sured by a sonic anemometer varied across all directions,
from —180 to 180°. No correlation was observed between the
instantaneous vertical velocities and the elevation changes
(upstream or downstream) or zonal (east-west) winds. In
combination, these observations suggest the occurrence of
more complex unsteady, three-dimensional flow. These wind
direction shifts near the ground may suggest atmospheric
wave phenomena and may be associated with turbulence in-
termittency (Sun et al., 2004).

Mesoscale conditions during the case study were ini-
tially simulated with the WRF NWP model (details in Ap-
pendix D). The innermost nested simulation domain had
3km grid spacing. Results were insensitive to the choice of
reanalysis dataset (the Global Forecast System; the Euro-
pean Centre for Medium-Range Weather Forecasts Reanaly-
sis, version 5; and the Modern-Era Retrospective analysis for
Research and Applications, version 2) and initialization time
(8, 14, and 20 h before the period of interest). While it is pos-
sible that all these datasets did not adequately capture synop-
tic conditions during this period, a likely factor contributing
to the inaccuracies in the mesoscale analysis is the effect of
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the local topography. Terrain data are available at 30 arcsec
resolution (= 1 km), but the simulated 3 km grid spacing ef-
fectively smooths the land surface. Using a finer grid reso-
lution, however, risks simulation within the terra incognita
regime (Rai et al., 2019). Thus, at 3 km mesoscale spacing,
an elevation difference of ~ 100 m is modeled (Fig. 2) al-
beit without the correct local slope on the escarpment. Some
variability between conditions at the test site and surround-
ing mesoscale grid points was seen in the WRF simulation
ensembles, but none captured the time history of wind con-
ditions at the met mast. This offers evidence that local terrain
or downstream flow effects such as drainage may be impor-
tant drivers of the microscale flow.

3.2 Precipitation

Analysis of synoptic weather charts indicated the presence
of a stationary front that persisted throughout the period
of interest. Depending on the moisture in the air and the
atmospheric pressure, stationary fronts may be conducive
to cloudiness and precipitation. This was confirmed by
the National Oceanographic and Atmospheric Administra-
tion (NOAA) Next-Generation Radar (NEXRAD), a network
of S-band weather radars. Long-range base reflectivity from
scans at 0.5° elevation was downloaded from the NEXRAD
data archive, hosted by the NOAA National Centers for En-
vironmental Information. The reflectivities (> 20 dBZ) indi-
cated possible light rain in the region on 26 December 2019
from 23:30 to 02:30 UTC the following day (see shaded time
periods in Fig. 3).

Local met mast observations revealed complex transport
processes, the characterization of which is beyond the scope
of the present work. The onset of possible precipitation cor-
responded to a sharp increase in relative humidity (RH) at
23:00 UTC (Fig. 3). However, this is the same time as the
evening transition when RH typically increases due to a
decrease in temperature. To illustrate that this pronounced
change is not due to diurnal temperature variation alone,
RH is extrapolated forward in time assuming that the ab-
solute humidity remains constant from 20:00 UTC, prior to
the precipitation event. This hypothetical exercise shows that
after the precipitation event, RH would have been signifi-
cantly lower than observed. Therefore, the moisture content
in the air is likely to have increased in reality. Observations
also indicated the occurrence of temperature advection af-
ter midnight local time (Fig. 3). Since large-scale warm air
advection from the north (given northerly flow) is unlikely,
these observed changes in air temperature must be driven by
mesoscale processes.

Wind Energ. Sci., 9, 495-518, 2024




500

E. Quon: Measurement-driven large-eddy simulations of wake steering

1475+ . . .
Wind Direction
14501 — 315°
—_ —— 337.5°
£ 1425 — 360°
g
= 14004
©
8
o 13751
1350 A
13251 I I I I I I
2000 1000 0 -1000 —2000 —3000 —-4000 —-5000
Northing [m]

Figure 2. Terrain transects for different northerly inflow directions, centered at the meteorological tower (Fig. 1).
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Figure 3. Air temperature (7') and relative humidity (RH) measured on the meteorological mast at 2ma.g.l.; the shaded regions indicate
5 min periods with 10-15 dBZ (light blue), 15-20 dBZ (dark blue), and 20-26.5 dBZ (green) base reflectivity.

4 A tailored mesoscale-to-microscale coupling
approach

This work adapts existing MMC methods to the present case
study based on observational data constraints. Unlike pre-
vious studies that successfully applied profile assimilation
with observational data alone (Allaerts et al., 2023), initial
and boundary conditions in this case are not fully specified
over the entire microscale domain. This limitation, combined
with the previously presented meteorological considerations
(Sect. 3), necessitates a more tailored computational ap-
proach. Section 4.1 describes applicable coupling methods;
the following subsections detail the curation of the mesoscale
data, the reconstruction of that data to span the simulation do-
main over the entire simulation period, and a modified profile
assimilation strategy that is compatible with the assumptions
made during data reconstruction. The validity of applicable
MMC methods is assessed in the “Results and discussion”
section (Sect. 5). Methods presented here are code agnostic;
for reference, the models used in this study (the Simulator
fOr Wind Farm Applications (SOWFA) for LES and Open-
FAST with the Reference OpenSource COntroller (ROSCO)
for aeroservoelastic turbine simulation) are described in Ap-
pendix A.
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4.1 Overview

Given the complex meteorological conditions described in
Sect. 3, three simplifying assumptions have been made to
make the computational problem approachable for wind en-
ergy modeling. The first assumption is that the downstream
flow down the escarpment has a negligible effect on simu-
lated hub-height winds and, consequently, a negligible effect
on wind turbine performance, loads, and wakes. Related as-
sumptions are that the observed mean vertical velocity and
any inflow variation induced by upstream terrain also have a
negligible effect on simulated hub-height winds. In combina-
tion, these assumptions permit modeling of the entire region
as having flat terrain. The final assumption for this case study
is that for wind energy quantities of interest, the transport of
moisture (seen in Fig. 3) does not need to be explicitly mod-
eled. Instead, the effect of moisture on the total air density is
implicitly captured through virtual temperature quantities.
Incompressible LES is used to resolve the locally observed
atmospheric conditions and provide mean flow and turbu-
lence information at high spatiotemporal resolution. This
LES flow field information will complement the field mea-
surements and provide realistic turbulent inflow conditions
for coupled aeroservoelastic turbine simulations. The evo-
Iution of local conditions is likely driven by larger-scale —
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i.e., mesoscale — nonstationarity. These time-varying con-
ditions may be achieved by introducing source terms into
the governing momentum and/or temperature equations that
“nudge” the solution toward known reference values with
Newtonian relaxation (Stauffer and Seaman, 1994). To this
end, MMC strategies are applied to realistically evolve the
LES according to observed conditions and are briefly re-
viewed here; a comprehensive overview can be found in
Haupt et al. (2023).

Assumption of flat terrain permits a horizontally homo-
geneous ABL simulation setup, which lends itself to sev-
eral different MMC approaches (Table 2). These approaches
are equally applicable to scalar and vector atmospheric field
quantities. The simplest approach is to apply a time-varying
uniform forcing, which drives the simulated wind or temper-
ature field to match the mesoscale data at a single height
level. This single-level forcing may be applied if full pro-
files are not known or the focus is on specifying a quan-
tity at a particular height (e.g., wind speed at hub height).
To exercise more control over the background flow than
the single-level approach, full wind and temperature profiles
may be assimilated in the LES. Profile assimilation differs
from observational or analysis nudging, e.g., in a mesoscale
four-dimensional data assimilation framework (Liu et al.,
2007; Telford et al., 2008) or microscale data assimilation
in a detached eddy simulation (Zajaczkowski et al., 2011),
in which a combination of temporal, vertical, and/or hori-
zontal weighting functions is applied in three dimensions,
typically near the surface. This work uses a time—height
profile assimilation approach without any spatial or tempo-
ral weightings. Profile assimilation forces essential planar-
averaged quantities (horizontal velocity components, virtual
potential temperature) to match mesoscale flow informa-
tion by adjusting the instantaneous magnitude of momen-
tum and/or temperature sources (Allaerts et al., 2020). These
source terms are horizontally uniform, taking advantage of
horizontal homogeneity. This approach was originally devel-
oped and validated with WRF mesoscale forcing and more
recently demonstrated with observational forcing (Allaerts
et al., 2023). Using time—height flow field information based
on local observations (described in Sect. 2.2) implicitly cap-
tures all relevant mesoscale effects, including local terrain
and weather.

Mesoscale-to-microscale coupling enforced through pro-
file assimilation in the LES is derived from the instanta-
neous error between the simulated microscale planar aver-
age and the local mesoscale flow. This forcing may be ei-
ther directly applied (i.e., direct profile assimilation, DPA)
or indirectly applied (i.e., indirect profile assimilation, IPA).
These two approaches are described in detail and compared
in Allaerts et al. (2020). In the indirect approach, the applied
forcing is a polynomial representation of the direct forcing
profile — this introduces interdependence between the forc-
ing at each height level, constituting a “nonlocal” approach.
Consequently, the polynomial approximation spatially filters
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the forcing profile and permits the microscale LES to instan-
taneously deviate from the enforced mesoscale trend. DPA
and IPA may be thought of as strong and weak coupling
strategies, respectively. All MMC approaches have been con-
sidered for the wind field, whereas only the single-level as-
similation is applicable based on temperature point measure-
ments. As a final note, the aforementioned approaches pro-
vide mechanisms for matching the time history either at a
single level or at all levels — there is no intermediate approach
for matching the time history at a subset of levels. This has
motivated the partial profile assimilation approach detailed
in Sect. 4.4.

4.2 Initial conditions

Considering the complexity of the observed atmospheric
dynamics during and leading up to the period of interest
(Sect. 3.2), the MMC LES was initiated during the previ-
ous morning, which saw more canonical conditions, allow-
ing the flow to fully develop prior to the possible precip-
itation event in the afternoon. Because information about
the upper atmosphere is not available from local measure-
ments, sounding data were used to inform the initial pro-
files of wind and virtual potential temperature. Wind and
temperature profiles spanning the entire height of the com-
putational domain were derived from the closest upwind
sounding site, located approximately 340 km to the north.
Even though these are not strictly local conditions, the vir-
tual potential temperature profiles in particular are useful for
characterizing the height and strength of the capping inver-
sion, which modulates the growth of the daytime convective
boundary layer (CBL). With sounding data available every
12h at 00:00 and 12:00 UTC, the closest starting time was
12:00 UTC (05:00LT) on 25 December 2019, nearly 20 h
prior to the load study periods. This early start time is ex-
pected to allow adequate time for the turbulence to develop
in the microscale domain and adjust to any inconsistencies
between the distant initial sounding and the local conditions.

Sounding measurements extended from the ground up
to more than 30kma.g.l., significantly higher than the top
boundary of the simulation domain. To adapt the distant
sounding to local conditions, the lowest 200 m of the wind
and virtual potential temperature profiles was replaced with
local site measurements (Fig. 4). These profiles were linearly
interpolated between measurement heights. The soundings
also provided an estimate of the temperature lapse rate above
the capping inversion, in this case 4 Kkm~!. This same ini-
tial value was prescribed as the fixed temperature gradient on
the upper boundary.

4.3 Surface boundary conditions

The surface wind and temperature boundary condi-
tions (BCs) are based on Monin—Obukhov similarity the-
ory (MOST). Aerodynamic roughness has been assumed to
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Table 2. Summary of MMC strategies applied in the current study.

Strategy Typical use case(s)

Resulting planar-averaged quantity

Single-level assimilation - Idealized conditions

— Matching point measurements

Exact input time history at a single
forcing level

DPA with full profile — Matching observations that span the full height of Exact history of input profiles
the computational domain
— Matching mesoscale model predictions
IPA with full profile — Matching observations with uncertainty that span the  Approximate history of input profiles
full height of the computational domain
— Matching mesoscale model predictions with error
DPA with partial profile ~ — Matching observations that do not span the full Exact history of input profiles up to a
height of the computational domain specified height
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Figure 4. Upwind sounding data, adjusted with local measurements to be used as initial conditions.

be uniform with a nominal value of 0.1 m. In general, there is
significant uncertainty associated with modeling surface con-
ditions, in particular when deciding how to specify the sur-
face heat flux (see, e.g., Mirocha et al., 2015). Specifying the
surface temperature and deriving the heat flux from MOST
may be more physically consistent, especially for moderately
to strongly stable conditions, by allowing for dynamic vari-
ation in the heat flux according to the local resolved tem-
perature field (Basu et al., 2008a; Kumar et al., 2010). A
preliminary study (not shown) compared BCs that specified
kinematic heat flux (derived from 10 m sonic anemometer
measurements) with those that specified surface temperature
(measured by a 2 m probe). Both time-varying BCs used in-
put time histories averaged to 10 min intervals. During the
daytime, the heat flux BC provided better agreement with the
measured turbulence intensity at 50 ma.g.l., whereas during
the nighttime, both BCs performed similarly. A heat flux BC
was therefore used to enforce surface temperature conditions
with the stipulation.

There exists a caveat with regard to the surface BC for
wind and the DPA approach. Direct profile assimilation
forces the planar average to match an input wind profile so
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that the lowest computational cell (adjacent to the surface)
that is set by the BC will always have its value adjusted to
match the input wind profile at that height. Therefore, the in-
put profile always supersedes the value imposed by the BC,
and the assumed roughness length only has an effect on the
simulated wind fields when using single-level forcing or IPA.

Daytime convective conditions were simulated by specify-
ing the kinematic heat flux calculated from sonic anemome-
ter data at 10ma.g.l. The preliminary study found that an
assumption of a constant-flux surface layer was invalid —
specifying the 10 m heat flux at the surface resulted in only
80 % of the observed flux at 10 m, which had a maximum
of 0.1 Kms~! (indicative of weakly convective conditions).
Therefore, the specified surface heat flux was increased by
25 % to match observed conditions. In the nighttime, the em-
pirical rescaling was not applied. To more accurately rep-
resent the observed nocturnal temperature advection (Fig. 3,
after midnight LT), the observed temperature on the met mast
at 59 m was also assimilated.
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4.4 Partial profile assimilation

A wind time-height history was reconstructed for MMC
(Fig. 5) following a procedure specific to the data available
for this study. The procedure included quality control, fitting
instantaneous profiles to a canonical power law, and interpo-
lation and is fully detailed in Appendix C. The final recon-
structed wind speed profiles had wind shear with a power-law
exponent («) of approximately 0.1 in the daytime between
09:00 and 14:30LT; then, the shear increased, varying be-
tween oo = 0.2 and 0.4 throughout the remainder of the after-
noon and into the evening. Between 22:00 LT and midnight,
the shear was highly variable and not well defined by the
power law when taking into account all available wind mea-
surements. From 01:00 LT and onward to the next day (dur-
ing the turbine study period), o similarly varied between 0.2
and 0.5.

The flow field reconstruction provides a representation of
how the background wind profiles evolved, but the avail-
able measurements did not support any reasonable approx-
imation of how the temperature profile evolved. Information
about the thermal stratification and ABL height would have
informed the reconstruction of the wind profiles above the
ABL; moreover, temperature profile assimilation could have
been performed alongside the wind profile assimilation. In-
stead, the evolution of the temperature profiles in the current
study is more idealized, dictated only by initial and surface
conditions.

An additional consideration is needed because the height
of the ABL is not known. The reconstructed winds (Fig. 5)
are only valid within the ABL, and at the top of the ABL
the boundary layer winds should transition to geostrophic
and thermal winds. However, it is not known whether a
geostrophic or thermal wind balance exists or how the free at-
mosphere interacts with the ABL. An additional assumption
must be made, falling back on a simpler assimilation strat-
egy. Instead of having the large-scale forcing vary in both
time and height, the forcing in the free atmosphere is as-
sumed to be uniform with height and vary in time only. Then,
to both capture local mesoscale variability near the ground
and allow realistic ABL evolution aloft, the wind forcing
profile is blended from the forcing profile derived from pro-
file assimilation to a constant value. Ideally, transition be-
tween the height-varying ABL forcing and the uniform free-
atmospheric forcing would occur at the instantaneous ABL
height, but because this height is not known a priori, the
transition between the forcing regions occurs above 180 m,
the highest available measurement. Above 180 m, the verti-
cal gradient of the forcing profile is linearly scaled to zero.
The thickness of the transition layer was chosen to be 100 m.
This approach has recently been applied in a similar fashion
with virtual potential temperature profiles (Jayaraman et al.,
2022, “hybrid II” strategy).
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5 Results and discussion

The LES setup is detailed in Appendix B. Section 5.1 first
presents the measurement-driven precursor simulation of the
diurnal cycle leading up to and during the case study pe-
riod. Then, Sect. 5.2 presents LES results with turbines repre-
sented as actuator disks, driven by the large-scale nonstation-
ary conditions of the precursor. Section 5.3 derives additional
insights from these results.

5.1 Diurnal cycle simulation with MMC

Applicable MMC approaches are considered for the se-
lected case day. These include the simple single-level ap-
proach applied at S0m a.g.1., the height of the highest sonic
anemometer; the DPA and IPA approaches of Allaerts et al.
(2020); and the partial profile assimilation approach detailed
in Sect. 4.4. Separate assimilation approaches were consid-
ered for daytime and nighttime, with the switchover occur-
ring at 14:00LT, just before the measured change in atmo-
spheric conditions (Fig. 3) and an increase in lidar data avail-
ability (Fig. 5). The temperature advection during both the
diurnal and the nocturnal periods (Fig. 3) was not captured
from the surface conditions alone (results not shown); there-
fore uniform forcing based on the temperature probe at 59 m
height was applied. To highlight the impact of the single-
level temperature assimilation, the simplest single-level wind
forcing (at 50 ma.g.l.) case is considered with and without
temperature forcing during the daytime. Even when tempera-
ture and humidity do not change significantly due to weather,
assimilating local temperature observations can change the
structure of the capping inversion, which in turn alters the
geostrophic wind and, consequently, also affects the veer
throughout the ABL (Fig. 6). All other simulations therefore
included single-level temperature assimilation.

The paucity of daytime measurements adds uncertainty
to the flow field reconstruction (Fig. 5) and results in var-
ied wind profiles (Fig. 6). DPA appears to predict an ex-
tremely shallow convective ABL, while IPA appears to pre-
dict a sharp low-level jet in the daytime — neither of which ap-
pears plausible. The possibility of unbounded IPA behavior is
a known issue (Allaerts et al., 2023). In contrast, the single-
level results (assimilating winds at 50 m) predict the most
reasonable representation of the weakly convective bound-
ary layer and overlying free atmosphere while also capturing
the observed wind speed at 10 m. Because the conventional
MMC methods produced satisfactory results, the partial pro-
file approach was not applied in the daytime.

In the nighttime, a larger range of wind speed and direction
values are observed than in the daytime; the thermal structure
of the boundary layer also shows more variation due to the
cumulative differences in both wind and temperature profiles
over the course of the day (Fig. 7). Single-level assimilation
is unable to represent the observed wind profile, instead pre-
dicting a very shallow low-level jet. The IPA results are once
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more suspect, with high wind speed and shear simulated at
the top of the computational domain. Therefore, plausible
results include the full- and partial-DPA simulations, with
pronounced differences in the free atmosphere. Under these
conditions, the partial-DPA LES predicts lower wind speeds
aloft that describe a nocturnal low-level jet.

Quantities of interest were calculated for the four ap-
proaches considered (Fig. 8). A distinction has been made
in the reference measurements between what was included
in the assimilation data (input) and what was used for val-
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idation. Note that all of the LES results presented therein
used single-level temperature assimilation based on the 59 m
met mast measurement, and the caption describes the treat-
ment of time-varying wind conditions. The time history of
the simulated case day clearly demonstrates that the mean
wind speed and direction trends from the experiment are gen-
erally reproduced. Because the IPA approach allows the mi-
croscale to deviate from the input mesoscale data — a poten-
tially desirable mechanism for modulating mechanical tur-
bulence production (Allaerts et al., 2020) — some differences
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~O)ms~! are seen. The shear exponent was estimated
from 10 min wind speeds, measured by met mast anemome-
ters at 10, 50, and 60 ma.g.l., by fitting to the power law
(Fig. 8c, values with coefficient of determination R%2>09
shown). Wind shear is slightly overpredicted during the day-
time and evening transition, even with DPA. This is because
the shear in the reconstructed profiles is also influenced by
the available lidar wind measurements (Fig. 5). In the night-
time stable boundary layer, there is significant variability
between MMC approaches, but partial profile assimilation
is able to represent the observed time history of the shear
exponent throughout the entire simulation — including two
high-shear events at 22:40 and 23:40LT. Turbulence inten-
sity, TKE, and friction velocity (Fig. 8d-f) are not directly
specified but also capture the observed trend in all cases. Ex-
cluding outliers, the TI in the daytime is several times higher
than in the nighttime: 20 %-30 % compared to 5 %—10 %.
TKE provides a similar assessment that also takes into ac-
count vertical velocity variance and does not have sensitivity
to low wind speeds. For most of the case day, the DPA re-
sults track the observed friction velocity (u.), confirming the
relationship between shear stress (described by u,) and the
wind shear in the profile that is exactly matched by DPA.
Deviations from observations are seen in the single-level and
IPA results, which do not exactly match the observed wind
shear and may be sensitive to the choice of roughness height
(see discussion in Sect. 4.3). At night, the turbulence is in-
termittent. Some of this variability is captured with the var-
ious assimilation approaches, but the timing and magnitude
do not exactly match observations (from 22:00 LT to the end
of the simulation) in terms of TI and friction velocity. In the
early morning after 01:00 LT, the friction velocity at 10 m
is only captured by the single-level assimilation. Consider-
ing that this occurs during stable conditions, this discrepancy
may be a consequence of inadequate grid resolution near the
surface (10 m; see Appendix B for additional LES details).

5.2 Turbine simulation during study period

Results from the SOWFA—OpenFAST aeroelastic turbine
simulation and the engineering-fidelity FLOw Redirection
and Induction in Steady State (FLORIS) wake model are
compared with the power signal recorded by the wind farm
SCADA system. The ABL LES for the turbine study was
restarted from the daytime CBL simulation with single-level
wind and temperature forcing. From this fully developed
turbulence field, the evening transition and nocturnal stable
boundary layer were simulated with partial wind-profile DPA
and single-level temperature assimilation. Mean wind condi-
tions from LESs showed reasonable agreement with lidar ob-
servations (Fig. 9). During the selected turbine-analysis pe-
riods (with and without wake steering), the simulated wind
speed ranged between 4.7 and 7.1 ms™!, the wind direction
was approximately north—northwesterly, and the TI ranged
between 0.02 and 0.08. The mean absolute errors (MAEs)
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for these three quantities were 0.19ms~ !, 1.5°, and 0.031,
respectively. While the TI is in a similar range as the ob-
servations, the timing of the turbulence intermittency is not
reproduced. These LES wind conditions were also used as
inputs to FLORIS.

Wake steering is toggled on and off by manipulating the in-
put yaw signal to the turbine controller, resulting in an inten-
tional yaw misalignment. Periods without any commanded
yaw offset will also see unintentional yaw misalignment due
to turbulent fluctuations of the wind vector magnitude and di-
rection. Similarly, the actual yaw offset achieved will differ
from the commanded optimal offset due to turbulent fluc-
tuations (Fig. 10c). Note that SCADA data are available
throughout the study period, but only the 10 min periods dur-
ing which all NREL-collected data channels passed quality
assurance and quality control checks have been highlighted.

All reported power output (Fig. 10) has been normalized
by the mean power produced by freestream reference tur-
bines T1 and TS5. Between 07:48 and 08:18 UTC (periods 1—
3), the true measured yaw offset is approximately 0°. How-
ever, the wind direction is offset from the T2-T3 alignment
direction (324°) by 9 to 17°, resulting in partial waking of T3
by T2 (period 3 is shown in Fig. 11a). During these periods,
the simulated and measured wind speed and direction differ
by 0.2ms~! and 2°, respectively, but the TI is underpredicted
in the LES by 0.07. Both FLORIS and SOWFA predictions
are comparable to the measured power from T3 at this time
(Fig. 10), with errors of +0.09 and —0.06, respectively.

The subsequent wake-steering period from 08:28 UTC
(period 4) had a simulated wind speed and direction in agree-
ment with measurements to within 0.1 ms~! and 2°, but the
TI was still smaller by a factor of 2. At this time, the largest
yaw offset of all studied periods, 15°, was observed. This was
slightly less than the commanded offset of 17°. Turbines T2
and T3 were also the most closely aligned out of all studied
periods, with an alignment direction offset of 8°. Overall, this
resulted in a similar partial-waking scenario to period 3 with-
out steering (Fig. 11b). During this period, SOWFA correctly
predicts the waked conditions, whereas FLORIS appears to
represent unwaked conditions, with normalized power er-
rors of +0.37 and +0.04 for FLORIS and SOWFA, respec-
tively. In the remainder of this steered period from 08:48 to
09:28 UTC (periods 5-7), both SOWFA and FLORIS predict
completely unwaked conditions. After 09:08 UTC, the wind
direction appears to be sufficiently offset from the T2-T3
alignment direction such that, despite a reduction in wake-
steering offset, the downstream turbine produces power as if
it was in the freestream.

During the next highlighted periods without steering from
09:58 UTC (periods 8-9 in Fig. 10), there appears to be fur-
ther interplay between the wind direction and turbine yaw.
During this time, the simulated wind speed, wind direction,
and TI agree with measurements to within 0.3 m s 2°,
and 0.03, respectively. Even though the actual yaw is near
zero, there is enough wind direction offset such that the
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Figure 9. The 10 min mean wind speed, mean wind direction, and turbulence intensity at hub height throughout the turbine study during pe-
riods without any commanded yaw offset (gray shading with hatch marks) and a commanded wake-steering offset (green shading). Quantities

are plotted at the center of each 10 min averaging interval.

T3 power output is comparable to the freestream turbines
until 10:48 UTC (period 9 is plotted in Fig. 11c). Around
this time, there are several 10 min periods observed in the
field (three periods) and in the LES (four periods) during
which the downstream turbine power production exceeds
freestream power by > 5 %. The maximum excess power
production is 1.15 and 1.13 for the actual turbine and LES,
respectively, and occur at different times. During the nearly
waked conditions between 10:18 and 10:28 UTC when there
was 13 % more power predicted than in the freestream tur-
bines, the excess power produced by T3 is associated with
a 2 %—4 % increase in wind speed experienced by the tur-
bine as sampled by the LES. Even though this estimated
wind speed increase is based on a spatial average over the
rotor disk with some sensitivity to the upstream location, it
agrees with the P Ugo law (P and Uy, are power output
and freestream wind speed, respectively).

In the following wake-steering periods (periods 10-12),
the simulated wind speed, wind direction, and TI agree with
measurements to within 0.4 ms—!, 2°, and 0.03, respectively.
The operating conditions are similar to the previous peri-
ods — the achieved yaw offset angles were relatively low
(5-7°), while the alignment direction offset was relatively
high (17-20°). Overperformance is consistently observed in
the LES and exactly matches the actual T3 power output
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for two out of three periods. During period 11, however, the
actual normalized turbine power momentarily decreases be-
low 1 (0.96).

From approximately 11:38 UTC onward (Fig. 9), there ap-
pears to be a change in simulated mesoscale conditions seen
in the wind direction and TI. The condition change appears
to arise 10 to 20 min early, for wind direction and TI, re-
spectively, compared to observations. This corresponds to the
mismatch between the measurement and LES for both T2
and T3 (Fig. 10).

5.3 Discussion

Nocturnal stable boundary layers (SBLs), even without tur-
bulence intermittency, are challenging to simulate (Bosveld
et al., 2014a). Recalling that the lidar TI measurement has
significant uncertainties and was corrected with another in-
strument only at a single height (below hub height), the
TI MAE of 0.031 appears less egregious. Despite the mis-
match in TI histories (Fig. 9), Fig. 10 shows good agree-
ment between the LES and measured performance of T2 and
T3 under partially waked conditions (periods 3 and 4; see
Fig. 11a and b). Under nearly waked conditions (between ap-
proximately 10:00 and 11:00 UTC; see Fig. 11c), when T2’s
wake is close to impinging on T3, both LESs and measure-
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ments show some excess power production compared to the
freestream turbines. The magnitude of this overproduction
is similar, 13 % from LES and 15 % for the actual turbine,
but occur at different times. Overall, in assessing the quality
of the simulated inflow for predicting turbine performance,
the quality of these comparisons suggests that the turbulence
regime (T < 10 %) rather than the instantaneous magnitude
of TI is the more important driver of turbine—turbine wake
interactions. However, it is important to note that this differ-
ence in background turbulence may have a more pronounced
impact on turbine loads than performance.

The most representative conditions for wake steering are
periods 3 and 4, during which turbines T2 and T3 were the
most closely aligned and achieved yaw offsets of 0 and 15°.
Power predicted by LES during these periods was within
6 % of measurements. Simulated and measured power can
have discrepancies when the T2—T3 alignment direction oft-
set, combined with the instantaneous yaw offset, results in
borderline waked conditions (i.e., partially or nearly waked).
These borderline conditions may arise from small differences
in the simulated and actual wind direction, e.g., between
08:48 and 09:28 UTC. Uncertainties in the wind field recon-
struction may have further affected the quality of both the
LES and the engineering model predictions.

Wind Energ. Sci., 9, 495-518, 2024

In addition to the sensitivity to instantaneous wind direc-
tion, the actuator disks in the LES generate some numeri-
cal artifacts (the “streamers” seen emanating from the edges
of the rotors in Fig. 11b). These types of artifacts, which
may be obscured by the background flow under conditions
with higher turbulence intensity, are due to application of a
second-order central-difference numerical scheme with in-
sufficient grid resolution to capture the velocity gradients
around the rotor. This issue may be mitigated by filtering
the actuator disk force distribution (Shapiro et al., 2022).
To eliminate these numerical oscillations, the grid resolu-
tion would need to be increased by a factor of 10° to strictly
satisfy a grid resolution constraint for grid Péclet number
Pe <2 (Xu and Yang, 2021), making a 4.5h turbine LES
far from tractable. However, spurious waves do not necessar-
ily impact rotor performance and loads if O(10) grid points
are simulated across the rotor (Revaz and Porté-Agel, 2021),
a condition which is satisfied by the present LES setup.

The engineering and LES models are generally in agree-
ment, with FLORIS clearly indicating when waking is ex-
pected to occur or not (Fig. 10). Differences were seen under
three conditions: when FLORIS overpredicts the effect of
steering (most pronounced around 08:28 UTC), when there
is a wake-induced speedup (most notably at 10:18 UTC), and
when there are dynamic inflow conditions (after 11:38 UTC).
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Figure 11. The 10 min mean horizontal wind speed fields at wind
turbine hub height predicted by LES on 26 December 2019, nor-
malized by the inflow wind speed. The mean wind speed (), wind
direction (D), turbulence intensity (TI), and actual yaw offset (y)
are given for periods with (a) partial waking, without wake steer-
ing; (b) partial waking, with wake steering; and (c) nearly waked
conditions, without wake steering.

When steering is overpredicted, there is less waking and
higher downstream turbine performance than observed in
the LES and field measurements. This may be remedied
in FLORIS by using the inflow TI as a tuning parameter
(Doekemeijer et al., 2022). Because FLORIS does not simu-
late the flow field, effects such as blockage and the resulting
speedup cannot be modeled unless a representative hetero-
geneous inflow field is provided as input (e.g., Branlard and
Meyer Forsting, 2020). Similarly, FLORIS does not model
wake motion, which would require a dynamic wake model.
This actually translated into a more accurate prediction of T3
power production during the case study at around 11:38 UTC
— because the simulated wind direction shift was earlier than
observed (Fig. 9), the specified T2 position history (for 0°
offset during this period) in the LES would have lagged be-
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hind the simulated wind direction change. This temporal shift
in the LES resulted in an earlier reduction in waking on T3
and a large discrepancy between the LES and measurement.
Under steady conditions, however, the engineering model
continued to track the performance of T3 measured in the
field.

The simulated wind field statistics (Fig. 9) are not in ex-
act agreement with lidar observations, most notably in terms
of the time history of the hub-height TI, which may be due
to horizontal heterogeneity and terrain that have been ne-
glected. The effects of heterogeneity can also be clearly seen
in the variability in power produced by the upstream tur-
bine T2 (Fig. 10). No relationship was found between the
measured power from T2 and measured wind quantities in
Fig. 9. Nevertheless, the resulting ABL simulation for the
full day appears to be a reasonable representation of evolving
mesoscale conditions — especially given the predicted turbine
performance trends over a 4.5 h period (Fig. 10). As seen in
Figs. 6 and 7, different plausible (and implausible) realiza-
tions of the ABL are possible. Differences in flow field real-
izations may be attributed to a combination of surface condi-
tion modeling, terrain, neglected large-scale vertical motions,
and initial conditions. These uncertainties have varying de-
grees of importance depending on the time of day. During the
daytime, any local terrain-induced wind variability is likely
to be eliminated by turbulent mixing in the CBL, whereas in
the nighttime this variability might be more pronounced. The
ABL realization produced by partial profile DPA, ultimately
used for the turbine study, results in a low-level jet with its
nose near the top of the rotor (Fig. 7). Moreover, the forma-
tion and evolution of this jet may be responsible for the shear
instability (Fig. 8c) and intermittent turbulence (Fig. 8d) that
were observed. Considering the accuracy of the mean wind
profiles that are predicted by the partial profile assimilation
approach in the nighttime SBL (in terms of wind speed and
shear exponent), the ad hoc transition thickness (100 m) de-
scribing the partial profile does not appear to have produced
any appreciable wind profile anomaly.

The current partial profile assimilation approach is not in-
tended to be a one-size-fits-all strategy. More sophisticated
strategies are possible, for example, estimating the instan-
taneous ABL height from resolved turbulence fluxes to de-
termine the extent of the partial profile. At the same time,
the simple single-level method should not be ruled out ei-
ther. Different MMC approaches may be used simultane-
ously, with one assimilation approach near the surface and
another aloft. Furthermore, observational data can generally
be supplemented with reanalysis or mesoscale model data.
Instead of blending from an observation-derived forcing near
the surface to a constant value aloft (as in Sect. 4.4), it is pos-
sible to use the mesoscale-modeled profile in the free atmo-
sphere. This may be more accurate than incorporating sound-
ing data at a single instant from over 300 km away. The sur-
face conditions may also be specified by surface temperature
instead of heat flux, which in this case would have avoided
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the ad hoc correction to account for the surface layer fluxes
not being constant. Overall, the extent to which field condi-
tions are reproducible with MMC depends on the nature of
the background physical phenomena and their observability.

6 Conclusions

This work has provided insights into the practical applicabil-
ity of MMC techniques given limited atmospheric data at a
specific site. In this case, the limitations include the lack of
information about the wind profile above 180 m in the night-
time and above 50 m in the daytime; the lack of informa-
tion about the temperature profile apart from point measure-
ments at 2m and 59 ma.g.l.; and the inability of a numeri-
cal weather prediction model such as WRF to predict local
mesoscale conditions. Atmospheric modeling challenges at
this site include nonflat terrain, light precipitation, and unex-
pected temperature advection. As such, this case study is a
major departure from canonical atmospheric and turbine op-
erating conditions and is expected to build confidence in sim-
ulating a wider range of atmospheric conditions with large-
scale nonstationarity.

The modeling challenges have been sidestepped by mak-
ing appropriate assumptions. Assimilating local horizontal
wind measurements captured possible terrain-induced flow
variability. Even without temperature profile information, as-
similating the virtual potential temperature history from a
point measurement provided a zero-order representation of
temperature and moisture advection. The simulated evolu-
tion of wind engineering quantities (wind speed, wind di-
rection, and turbulence intensity) provided useful inputs to
both an engineering wake model and a high-fidelity, LES-
based aeroelastic model. Under waked conditions, the per-
formance of the downstream turbine was satisfactorily repro-
duced by both models when given the actual measured yaw
offset signal to steer the wake. In addition, the LES was also
able to provide high-resolution information about wake dy-
namics, such as wake-induced speedups and wake-steering
performance at low wind speeds. Even with high-fidelity in-
flow driven by local measurements, uncertainty still exists
due to the dynamic variability in the inflow. This makes it
challenging to disentangle the effects of wake steering from
dynamic inflow effects during borderline conditions when a
downstream turbine is very nearly or slightly waked. Overall,
this simulation study offers insight into the short-term (intra-
hour) variability of wake-steering performance. Even though
wake-steering control strategies are designed with a focus on
optimizing performance over the lifetime of a project and
short timescales are not of primary concern, these results
suggest that further wake-steering gains are possible and can
inform a dynamic set point selection strategy. A direct out-
come of this work is to enable validation of wake-steering
loads, using even higher-fidelity aeroservoelastic simulations
of turbines operating in the observed conditions. This is de-
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tailed in the companion paper by Shaler et al. (2023), which
compares the simulated response of turbines T2 and T3 with
SCADA signals and available load measurements.

The tailored MMC approach applied herein distills the
relevant flow features from available data and highlights
the challenges associated with microscale data assimilation.
Flow field reconstruction challenges will always be site- and
case-specific considering, e.g., the difficulty and cost of ob-
taining temperature profiles at high spatiotemporal resolu-
tion. To minimize assumptions needed to create a full wind
and temperature profile history for LES, adequate resolution
would ideally mean measurements with spacing compara-
ble to the simulated grid spacing (e.g., less than 100 m), up
to the top of the simulated domain (e.g., 1-2km), at a sub-
hourly sampling frequency. These guidelines should be taken
into account when designing field campaigns to complement
high-fidelity flow simulations. Even if high-resolution data
were available, the microscale LES solution would still be
sensitive to the chosen assimilation approach and whether it
is desirable to exactly enforce measurements, i.e., the DPA
approach. Engineering approximations such as IPA or par-
tial DPA are attractive given that every dataset has unique
limitations and uncertainties. Currently, no established ap-
proach is perfect — DPA can produce excessive turbulence,
confirming previous findings (Allaerts et al., 2020); IPA forc-
ings may be unrealistic. In this case, partial DPA provides a
viable alternative when the mesoscale flow information is in-
complete, especially when considering the dynamics of the
nocturnal SBL in terms of evolving wind shear. In addition,
this study demonstrates that profile assimilation is not neces-
sarily needed to model an evolving CBL. Therefore, MMC
forcing strategies present an opportunity for further gener-
alization. Future work should focus on development of more
robust, mathematically rigorous, and/or physically consistent
forcing strategies.

Appendix A: Simulation codes used

A1 High-fidelity flow model: SOWFA

The Simulator fOr Wind Farm Applications (SOWFA;
Churchfield et al., 2012), based on OpenFOAM version 6,
was used to perform LESs of the field campaign site.
SOWFA solves the momentum and potential temperature
transport equations for a dry, incompressible flow with buoy-
ancy effects represented by the Boussinesq approximation.
The effects of moisture are accounted for through the use
of virtual potential temperature in the temperature trans-
port equation. Individual turbines are represented by actua-
tor disk models (ADMs); these turbine aerodynamics mod-
els are loosely coupled to OpenFAST (Appendix A2) for a
two-way, loosely coupled aeroservoelastic analysis. The term
loose coupling is used here to describe a model with two
separate dynamics solvers that exchange flow field velocities
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(from SOWFA to OpenFAST) and blade aerodynamic forces
(from OpenFAST to SOWFA) at periodic intervals.

A2 Aeroservoelastic model: OpenFAST and ROSCO

OpenFAST (NREL, 2020) is a turbine model that solves
the aeroservoelastic dynamics of individual turbines. Blade
aerodynamics are calculated according to blade element the-
ory from inflow provided by SOWFA. Momentum theory
wake modeling is not needed because induction is captured
by the SOWFA LES. Blade structural dynamics are calcu-
lated according to Euler—Bernoulli beam theory. The turbine
controller is provided by the Reference OpenSource COn-
troller (ROSCO; Abbas et al., 2022), which has been tuned
for this particular turbine model. In lieu of a yaw controller,
the NREL-measured nacelle yaw angles of T2 (the controlled
turbine) and T3 are specified for the simulated T2 and T3.
The yaw positions of turbines T1, T4, and T5 are based on
adjusted SCADA signals.

In creating the aeroservoelastic model for this study,
NREL’s reference model behavior, based on measurements
of a similar DOE turbine (Santos et al., 2015), was found
to differ from the turbines in the field campaign. Moreover,
the exact turbine calibrations by the owner—operator are not
known, which motivated the tuning of a site-specific turbine
aeroservoelastic model. The dynamic response of T2 differed
significantly from the other turbines in the test array. This
work therefore employed two different ROSCO controllers,
with different settings for T2 compared to the other turbines.

A3 Engineering wake model: FLORIS

The FLOw Redirection and Induction in Steady
State (FLORIS) wake model is the same tool that was
used to derive the yaw schedule for the field campaign.
The version of FLORIS applied here includes more re-
cent improvements, such as secondary wake steering and
yaw-added wake recovery (King et al., 2021). Because it
is not a time series analysis, FLORIS is only expected to
accurately predict trends over the lifetime of a wind project
(~ O(10) years), aggregating the effects of interannual,
seasonal, and diurnal variability while neglecting transient
weather events. Agreement with instantaneous or 10 min
averaged conditions is not necessarily expected.

Appendix B: Large-eddy simulation setup

All large-eddy simulations were run in a4 km x 4 km x 1 km
domain encompassing the wind farm. A precursor simulation
evolves the diurnal ABL before, during, and after the turbine
periods of interest; a subsequent turbine simulation restarting
from the precursor introduces modeled turbines with mesh
refinement around the individual turbines. The ABL turbu-
lence field is resolved on a grid with uniform 10 m spacing
and 0.5 s time steps. Subgrid-scale turbulence is modeled by
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a one-equation turbulent kinetic energy model (Deardorff,
1980). The effects of buoyancy are included through the
Boussinesq approximation. Initial conditions (see Sect. 4.2)
are specified by the nearest upwind sounding. On the lower
boundary (Sect. 4.3), the surface shear stress is modeled
following Schumann (1975), with an assumed aerodynamic
roughness length of 0.1 m.

The precursor domain has periodic lateral boundaries: a
no-slip lower boundary with specified time-varying, uni-
form surface heat flux and a free-slip upper boundary with a
fixed temperature gradient (4 Kkm™"') dictated by the initial
upper-air sounding. Nonstationary conditions are imposed
through momentum and temperature source terms derived
from a combination of met mast and lidar data as described
in Sect. 4.1 and Appendix C. Mesoscale forcing profiles are
updated at the standard wind engineering timescale, 10 min,
which is shorter than the timescale of mesoscale flow evolu-
tion.

The turbine simulations restarted from the diurnal precur-
sor simulation at 07:30 UTC on 26 December 2019, 18 min
prior to the first load period of interest. Turbines are rep-
resented in the LES by the actuator disk model, which has
been validated for both wake velocity deficit and power pre-
dictions in wind tunnel experiments (e.g., Neunaber et al.,
2021) and simulations (e.g., Simisiroglou et al., 2017; Lig-
narolo et al., 2016; Revaz and Porté-Agel, 2021). The actu-
ator disk is implemented within an actuator line modeling
framework with 36 uniformly spaced actuator points in the
radial direction. Disk forces are distributed in the azimuthal
direction using a cosine-squared function such that the blade
body force ranges from 1 at the current blade to O at the fol-
lowing blade. Blade body forces are uniformly distributed in
the radial and axial directions with Gaussian functions with a
width of 3.5 m. A Glauert correction for tip and root losses is
applied to the velocities sampled at each blade. Unlike other
ADM models, there is not a thrust or power lookup table —
blade aerodynamics are calculated by OpenFAST.

A single mesh refinement region was added to better re-
solve the flow through the actuator disk, extending 2.5D
(D being rotor diameter) upstream and laterally from all
turbines and 15D downstream. This refinement region was
oriented along the mean hub-height-measured wind direc-
tion during the entire turbine simulation, approximately 337°
(Fig. 9). Subsequently, the finest grid spacing was 5m, and
the simulation was advanced with 0.25 s time steps.

To model flow through a finite domain in the turbine sim-
ulation, the lateral boundary conditions were switched from
periodic to a time-varying mixed inlet—outlet condition on
the northern, western, and eastern boundaries — the southern
boundary was assumed to have only outflow for the duration
of the turbine simulation. On the mixed boundaries, each grid
face is allowed to operate with inflow or outflow, determined
by the sign of the instantaneous velocity flux. This mixed
inflow—outflow condition therefore permits significant wind
direction variations on a boundary with height and over time.
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Table B1. Summary of MMC modeling choices for horizontally homogeneous LES.

Feature Specification

Justification

Domain size 4km x 4km x 1km

Previous LES studies

Grid spacing Uniform 10 m

Previous LES studies

Initial conditions Distant sounding profile

Assumed based on data availability, motivated by
uncertainty from preliminary sensitivity study

Surface roughness 0.1m Assumed value with representative order of magnitude for
terrestrial conditions

Surface BC Specified heat flux Preliminary sensitivity study

Upper BC Specified gradient Estimated from data

Large-scale horizontal
momentum advection

Single-level, partial DPA

Trial and error based on data availability

Large-scale temperature
advection

Single-level assimilation

Data availability

Wind profile reconstruction ~ Power-law fit, interpolation

Trial and error based on data availability

Partial profile asymptotic
forcing behavior

Constant forcing above lidar
max range

Assumed based on data availability

Turbine aerodynamics Actuator disk model

Computational efficiency

The inflow boundary faces behave as a Dirichlet boundary
condition with wind vectors and virtual potential tempera-
tures set from time-varying boundary planes recorded from
the precursor, whereas outflow boundary faces behave as a
Neumann boundary condition with zero gradient. To main-
tain mass continuity, the fluxes on all outflow faces are scaled
so that the total outflow exactly matches the total inflow.
Dirichlet boundary data are updated at the same time inter-
vals as the mesoscale forcing.

A summary of all MMC modeling choices is presented in
Table B1. With the exception of the domain size, grid spac-
ing, and surface roughness, all of the listed model features
were varied and evaluated in the present work. The justifica-
tion for these choices has been noted. For the turbine aero-
dynamics, actuator line modeling was also considered and is
presented in Shaler et al. (2023).

Appendix C: Wind field reconstruction

The following steps were taken to reconstruct a full time—
height history of wind speeds for MMC given limited field
measurements (Fig. 5).

1. Quality control of measurements. Filter available lidar
data by carrier-to-noise ratio (CNR; > —22.5 dB for this
instrument) and greater than 50 % data availability. The
threshold was chosen to be relatively low to provide
more wind profile data during the daytime of this par-
ticular day. These quality-controlled data are shown in
the left panel of Fig. 5.

Wind Energ. Sci., 9, 495-518, 2024

2. Power-law wind profile approximation. Power-law wind
speed profiles U(z) = Urer(z/zref)® are calculated at
10 min intervals based on (i) sonic data alone, which
provide high-frequency, high-quality measurements at
two heights; (ii) all available met mast measurements,
including the sonic anemometers and the cup anemome-
ter (three heights); and (iii) all available measurements,
which include met mast sensors and quality-controlled
lidar data (between 3 and 10 heights, depending on li-
dar CNR). The shear exponent («) is estimated from
10 min mean wind speed measurements, and the refer-
ence height in all three cases is taken to be the 50 m
sonic anemometer measurement. The natural neighbor
approach from Allaerts et al. (2023) was evaluated but
was found to be sensitive to the spatiotemporal distribu-
tion of the wind data.

3. Quality control of approximate wind profiles. The in-
stantaneous power-law profiles are filtered by the Pear-
son correlation coefficient (R?). While the sonic-only
profiles have a perfect R> =1 for any U(z) that in-
creases with height, R? < 1 in general. At every instant,
the power-law fit with R? above a threshold of 0.9 with
the highest number of data heights is selected. The con-
clusion of this step provides continuous wind profiles
that increase monotonically with height up to the high-
est measurement height.

4. Vertical spline interpolation. When R? is less than the
threshold but lidar data are available up to the max-
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imum range (180 m during the case day), these non-
power-law-conforming or transient profiles are repre-
sented by piecewise cubic Hermite polynomials with
U(z =0) =0. Near the surface, however, spline inter-
polation tended to underpredict the wind shear and over-
predict wind speeds by approximately 1 ms~! at the
center of the first computational cell (Sma.g.l.). As a
workaround, the wind profile from the power-law fit
with two sonic anemometer measurements, up to 50 m,
was combined with the spline-interpolated profile be-
tween 50 and 180 m — spline extrapolation was not per-
formed.

5. Linear interpolation. Linear interpolation was used to
infill the profiles over time where neither a profile-law
fit nor spline interpolation was performed. Above the
highest measurement height, the wind is assumed to be
constant. The final result is shown in the right panel of
Fig. 5.

The time-height history of wind direction was generated
in a more simplistic manner. Without an approximate profile
(analogous to the power law for wind speeds), spline interpo-
lation was applied between the lowest and highest available
measurement. Wind directions at the surface and above the
highest measurement were back and forward filled, respec-
tively.

Appendix D: Preliminary mesoscale simulations

Evaluation of large-scale conditions using WRF NWP
(model setup described in Table D1) showed sensitivity of
the local wind speed, wind direction, and surface temper-
ature to initial and boundary conditions derived from re-
analysis data (Fig. D1). Reanalysis datasets considered in-
cluded the US National Centers for Environmental Protec-
tion’s Global Forecast System (GFS) final analysis, the Eu-
ropean Centre for Medium-Range Weather Forecasts’s fifth-
generation reanalysis (ERAS), and the US National Aeronau-
tics and Space Administration’s Modern-Era Retrospective
analysis for Research and Applications version 2 reanaly-
sis (MERRA?2). WRF mesoscale simulations were initialized
from 26 December 2019 at 00:00 UTC, 25 December 2019
at 18:00 UTC, and 25 December 2019 at 12:00 UTC (hour 0,
—6, and —12 of the case day, respectively) to assess the sen-
sitivity to initial conditions. Lidar data become available dur-
ing and following the evening transition.
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In all cases, the NWP model failed to capture locally ob-
served atmospheric trends. The possibility that the mesoscale
flow fields had a spatial offset was explored, i.e., that flow
features were translated due to model deficiencies (e.g., inad-
equate terrain resolution). For a 3 x 3 subset of mesoscale grid
points with 3 km spacing centered around turbine T2, ensem-
bles of atmospheric quantities have been evaluated (Fig. D2).
During the wake-steering period of interest, the mean wind
speed generally had a non-negligible positive bias, the mean
wind direction was biased towards the northwest, and tem-
peratures were cold biased (Table D2). Modeled mesoscale
data were therefore not used in this study.
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Table D1. WRF model setup.
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Feature Specification
WREF version 4.1.2

Grid spacing for nested domains 27,9,3km
Time-step size for nested domains 45,15,5s
Vertical levels 88

Approximate near-surface-level heights [m]
Planetary boundary layer and surface layer schemes
Microphysics

Longwave and shortwave radiation

Land-use data

Land surface model

Cumulus parameterization

2.3,6.8, 11, 16, 21, 26, 30, 35, 41, 46, 52, 59, 65, 72, 79, 87, 95
Mellor—Yamada—Nakanishi—Niino level 2.5

Morrison double moment

Rapid Radiative Transfer Model for general circulation models
Moderate Resolution Imaging Spectroradiometer, 30 s

Noah

Kain—Fritsch (outer nest only)

Table D2. Summary of mean absolute error (MAE) and mean signed difference (MSD) for atmospheric state variables between 26 Decem-
ber 2019 at 07:30-12:00 UTC; ensembles include three simulation start times and nine sampling locations.

GFS ERA5 MERRA2
MAE MSD MAE MSD MAE MSD
Hub-height wind speed [m s_l] 5.1 5.0 4.1 3.2 53 53
Hub-height wind direction [°] 169 —16.6 16.8 —12.9 132 —123
2 m temperature [K] 1.3 —1.1 2.6 —2.6 2.3 -2.3
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Figure D1. WRF-simulated atmospheric conditions from virtual met masts near T2 given different initial and boundary conditions: hub-
height wind speed (a) and direction (b), compared to lidar measurements; virtual temperature at 2ma.g.l. (¢), compared to met mast mea-

surements.
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Figure D2. The same as Fig. D1 but including WRF simulation results for eight neighboring grid locations (3 km apart) and focusing on the

wake-steering study period.
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