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We thank the reviewer for the comprehensive comments that he/she provided on our
work. These are further discussed point by point below, indicating in what way we
intend to address them in a revised version of the manuscript (to be approved first by
the editor) – we believe that this will be instrumental in further improving the manuscript.

General comments
Reviewer: The paper "Wind-farm layout optimisation using a hybrid Jensen–LES ap-
proach" pursues an interesting hybrid approach to wind farm layout optimization that
tunes the Jensen linear flow model to better agree with time averaged-LES results
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during optimization iterations. The layout optimization process uses the cross-entropy
(CE) method that is fairly new to the wind farm community.

A. The approach is novel, however I would like to see further discussion of the
advantages/disadvantages of a sampling based approach like CE and a better
characterization of the local/global nature of the solutions and convergence rates.

Response: This is a good suggestion. See the discussion below under ‘specific
comments’, answers to points 3–6 on how we propose to address this.

B. The LES results also appear to need significantly more computation time as
there is great variability in the turbine power production and unphysical structures
are still visible in the LES time averaged velocity fields.

Response: It is true that the LES flow field is not fully converged. We will include
in the revision a detailed convergence analysis, integrating the flow field for a
number of cases over a much longer time horizon. However, turbulent statistics
converge slowly, in particular in neutral or unstable boundary layers where large
turbulent structures with sizes of several kilometer are known to exist. Related
time scales can be in the order of 100 to 500 seconds. The average flow field only
converges with errors below 1% once a sufficient amount of these time scales
are covered, requiring typically 10 to 20 hours of simulation time, also depending
on the level of turbulence intensity. This may make an LES-based optimization
approach (even using our hybrid approach) unfeasible. Therefore, we keep our
simulation time shorter, and only focus on convergence of the total farm power,
since averaging over the number turbines in itself already reduces the variance
and more so for a larger farm (roughly proportional to N−1/2

t , also depending on
the turbine’s relative positions). Thus, in particular for large optimization problems
(many turbines), the LES cost can be reduced considerably. Moreover, when
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considering optimization given a wind rose and changing atmospheric conditions
over the year, this type of variability will be even reduced more.

In the revision, we propose to discuss these issues in more detail in the LES
methodology section, including a detailed convergence analysis.

Specific comments

1. Reviewer: The velocity deficit is introduced as ∆U in equation 3 and then at the
top of page 4 the turbine velocity is defined as U∞ − ∆U . I believe this should
actually be U∞ ∗ (1−∆U).

Response: Thanks for pointing this out. This is indeed correct given the definition
of ∆U in equation 3. We’ll correct this by multiplying Eq. (3) with U∞ – in this
case the turbine velocity correctly corresponds to U∞−∆U . [we prefer correcting
it this way, so that ∆U has the dimension of a velocity as suggested by the use
of the symbol U ]

2. There was no point 2 in the reviewer’s report [we just insert it here to keep the
numbering the same]

3. Reviewer: Is CE a global optimization method or local? Are there convergence
rates or other ways to characterize its performance?

Response: The CE method is a global optimization method. First of all, we
recall that global optimization is a Np hard problem, so that algebraic conver-
gence rates such as established for convex problems cannot be determined. The

C3

method formally converges to the global optimum for α → 0 (see, e.g., Costa et
al. Operations Research Letters 2007). In practise, the selection of α is a trade-
off between convergence speed of the algorithm and formal convergence to the
global optimum. Similarly, also the selection of the total number of iterations cor-
responds to such a trade-off.

In the manuscript, we propose to better discuss these points, and in particular
point out that the parameters employed in the method require some tuning for
good convergence.

4. Reviewer: Does applying the site constraint by projecting the turbine onto the
boundary change the underlying distribution you sample from? Does this affect
convergence?

Response: It will indeed change the underlying distribution – our guess is that
this does not hurt the method, as we could also have used the approach for
the nonlinear constraint (keeping the original distribution). In practice, we found
that use of the projection for the boundary constraints was beneficial for the con-
vergence speed of our optimization. We propose to add a cautionary note and
discussion on this in the manuscript when introducing the CE method.

5. Reviewer: Why use CE to fit kw? With just a single parameter this seems like
overkill.

Response: There is no particular reason – we just stuck to the same method
that we were using for the layout optimization. In fact, any type of optimization
method may be feasible – the main intention of our work is not related to the op-
timization method itself, but rather on the hybrid combination of LES and Jensen
as a surrogate model. We will add a paragraph in the methodology section indi-
cating that the approach can be combined with any type of optimization method
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that is deemed fit by the user.

6. Reviewer: There have been a number of recent developments in gradient based
optimization of Jensen/FLORIS models (see papers by Gebraad, Ning, Fleming,
etc). Can you comment on a sampling approach of CE vs gradient-based
optimization methods?

Response: Thanks for pointing this out. Indeed, it is also possible to use a
gradient-based approach for the optimization, and we will refer to the papers men-
tioned. The advantage of a gradient-based approach is that it is very fast com-
pared to global methods (usually with linear or superlinear convergence rates);
their disadvantage is that they only converge to the nearest local optimum. Given
the fact that Jensen evaluations are extremely cheap, we believe that using a
global method is feasible and potentially beneficial. However, it could be nice to
use a global method in a first prediction step, and subsequently use the result
of this as a starting point for a gradient based method, since a global method
is usually not stopped based on a convergence criterion, but rather based on a
maximum number of iterations.

Following the reviewers comment, we did experiment with a gradient-based ap-
proach using the Matlab fmincon function starting from the optimum of the
global method. Unfortunately, including all the nonlinear distance constraints
turned out to not work properly (there are 435 of them for 30 turbines). How-
ever, leaving them out (thus allowing turbines to be placed closer together) did
not alter the overall power predicted by the Jensen model significantly (i.e. power
increased by 0.4% only), leading us to the conclusion that our CE optimum is
very close to a (local) optimum.

7. Reviewer: Is the expansion coefficient optimization done to maximize agreement
in power production on a per-turbine basis or simply total power output? Why not
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try to maximize agreement in the velocity field itself?

Response: The coefficient is optimized based on total power production. This is
OK, since we optimize not just for one case, but for a series of about at least 10
different (partly random generated) cases. The reason why we do not maximize
agreement on a per turbine basis is related to the convergence speed, and the
need to keep LES costs under control (cf. discussion above under A.). We will
better discuss this in the revision.

8. Reviewer: In Figure 3 the almost 15% range in relative power outputs for the
first row of turbines is substantial and as noted by the authors requires a much
longer averaging period. Tuning the Jensen model to match a 15% variability in
turbine to turbine power could lead to incorrect values of kw. While the authors
argue that meteorological conditions would change before achieving a sufficient
time window for the averages to converge to 100%, this seems irrelevant for the
purposes of fitting kw since the goal is simply to produce the best time-averaged
flow fields. If a longer LES time averaging period improves the power prediction,
it should also change the optimal kw values (presumably for the better).

Response: As indicated under point A. above, we will extend our LES conver-
gence analysis. In addition, we would like to point out that kw is fitted using the
mean power, but over 10 to 20 different layouts. Thus the variability of 15% at
turbine level mentioned by the reviewer is largely averaged out (over 30 turbines
times at least 10 layouts). Moreover, we further found that our optimization re-
sults are rather robust against changes in kw – in fact optimization results do not
significantly alter when changing the second digit in the expansion coefficient.
We will also include this element in the discussion.

9. Reviewer: In Figure 4 Jensen model results appear to have a velocity of almost 0
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directly downwind of the first turbines. With CT = 8/9 as reported on page 6, ∆U
can be at most 2/3. Using the corrected form for the velocity, this results in values
of u/u∞ that should not drop below 1/3. Have the authors implemented other
modifications to the Jensen model? Or perhaps there is an error in the colormap?

Response: Thanks for noticing this – there was a postprocessing error in the
figure (in fact, we erroneously plotted (U/U∞)3). Attached is the corrected figure.

10. Reviewer: In the lower left panel of Figure 4 there appear to be changes in the
far wake that are noticeable in a number of turbines, for example in the wake
of the two most upstream turbines. Are these numerical artifacts or is this a
reflection of the wake off the ground? Further discussion would be helpful.

Response: This is indeed related to wake reflection – we use mirror turbines to
mimic this, as usually done in the Jensen model. We will further briefly discuss
this when discussing Figure 4 in section 3.2

11. Reviewer: Are Figures 6, 7, 8, and 9 showing power results from the time
averaged LES or Jensen model? The most upwind turbines are not producing
100% power, so perhaps it is LES?

Response: These figures are showing power results from time-averaged LES.
The differences between turbines, and upwind turbines not all showing 100%
power is related to the convergence of the LES. As discussed above under A,
we will include a more detailed convergence analysis of our results, and also
comment on this in our result discussion.

12. Reviewer: Why are the optimization results for a single wind direction not
symmetric about the midplane? Is this the global optima?
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Response: As far as we can see, there is no reason why they should. There may
be cases, also depending on the number of turbines, were the global optimum
is symmetric, but this does not have to be. Using gradient-based optimization
(starting from the CE optimum - cf. point 6), the turbines positions shifted a bit,
but we also did not find a symmetric optimum.

13. Reviewer: How sensitive are the optimization results to the choice of initial
distributions or the samples chosen from a given distribution? Do you arrive at
the same optima if you repeat the optimization process?

Response: We found that turbine positions do slightly shift depending on the
choice of initial distribution, but this does not significantly influence the value of
the power extraction. In fact, we found for the cases that we explored that there
is a very flat ‘valley’ around the optimal arrangement pattern. This indicates that
in a real ecomonic-driven wind-farm optimization other parameters, such as cost
of cabling, foundations (given soil conditions), etc. will play a significant role in
the final layout. We will extend the discussion at the end of section 3.3 with these
elements.

Technical corrections

1 –5,8,9: Thanks for these corrections. We’ll apply them to the manuscript.

6 Reviewer: Would be convenient to list hub height velocity in Table 1. Response:
the hub-height velocity is not really relevant, since we can rescale our simulations
using the friction velocity - simulations remain dynamically equivalent as long as
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z0/zh remains the same, time is scaled with zh/u∗, and C ′T remains constant.
Our particular LES simulations yield uh/u∗ = 17.5, so a hubheight velocity of e.g.
10 m/s would correspond to u∗ = 0.57. We will better explain this in the paper,
and also in particular explain better the averaging times in nondimensional units,
since in fact they are currently expressed in units of zh/100/u∗.

7 Reviewer: Are the reported LES resolutions before or after the dealiasing is
applied?
Response: After – we apply the 3/2 rule. Our grid 256 × 256 × 80 is extended
to a 384× 384× 80 in real space to perform all nonlinear operations, and brought
back to 256× 256× 80 in Fourier space afterwards. We’ll clarify in section 2.3.

We hope that the approach suggested above for improving our manuscript is accept-
able, so that we are allowed to proceed with a revision.

Interactive comment on Wind Energ. Sci. Discuss., doi:10.5194/wes-2016-15, 2016.
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Fig. 1.
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