10

15

20

25

A methodology for the design and testing of atmosm@nic boundary
layer models for wind energy applications

Javier Sanz RodrigpMatthew Churchfiel§l Branko Kosovit

Wind Energy department, National Renewable Energyt@ (CENER), Sarriguren, 31621, Spain

National Wind Technology Center, National Renewdhiergy Laboratory (NREL), Golden, 80401, CO, U.S.A
Research Applications Laboratory, National CerterAtmospheric Research (NCAR), Boulder, 80307, OG.A.

Correspondence to: Javier Sanz Rodrigo (jsrodrigo@cener.com)

Abstract. The GEWEX Atmospheric Boundary-Layer Studies (GABLL, 2 and 3 are used to develop a methodology for
the design and testing of Reynolds-Averaged NaSiekes (RANS) atmospheric boundary-layer (ABL) meder wind
energy applications. The first two GABLS caseslmsed on idealized boundary conditions and araldaifor verification
purposes by comparing with results from higherifigenodels based on large-eddy simulation. Reduits three single-
column RANS models, of 1st, 1.5th and 2nd turbuteclosure order, show high consistency in predictire mean flow.
The third GABLS case is suitable for the study liése ABL models under realistic forcing such thalidation versus
observations from the Cabauw meteorological towgrissible. The case consists on a diurnal cyaltdeéhds to a nocturnal
low-level jet and addresses fundamental questielaged to the definition of the large-scale forgitige interaction of the
ABL with the surface and the evaluation of modedules with observations. The simulations are evebhan terms of
surface-layer fluxes and wind energy quantitiesntdrest: rotor equivalent wind speed, hub-heightdwdirection, wind
speed shear and wind direction veer. The charaatern of mesoscale forcing is based on spatialtamporal-averaged
momentum budget terms from WRF simulations. Thessascale tendencies are used to drive single-cotnodels, that
were verified previously in the first two GABLS &ss to first demonstrate that they can producelaimvind profile
characteristics as the WRF simulations even thabghmore simplified physics. The added value obiporating different
forcing mechanisms in microscale models is quatifiy systematically removing forcing terms in thementum and heat
equations. This mesoscale-to-microscale modellpgr@ach is affected, to a large extent, by the tinmeertainties of the
mesoscale tendencies. Deviations from the profilseovations are reduced by introducing observationdging based on
measurements that are typically available from wemeérgy campaigns. This allows to discuss the addégk of using
remote sensing instruments versus tower measursnretiie assessment of wind profiles for tall windbines reaching
heights of 200 m.
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1 Introduction

Wind energy flow models are progressively incorpiogg more realistic atmospheric physics in orderirtprove the
simulation capacity of wind turbine and wind farmseyn tools. Wind resource assessment and winéhtugite suitability
tools, dealing with the microscale flow around avithin a wind farm, have been traditionally basedsite measurements
and microscale flow models relying on Monin-Obukh&wface-layer theory (MOST, Monin and Obukhov, 49%hat
assume steady-state and are typically applied utraeatmospheric conditions. At larger scalesrth@croscale), the long-
term wind climatology is typically determined from combination of historical measurements and sitimg from
mesoscale meteorological models at a horizontaluen of a few kilometers. The transition from soscale to microscale
to come up with a unified model-chain is the mdmaltenge at stake for the next generation of wisseasment tools. In
order to make this possible, microscale models baextend their range to simulate the entire aphesc boundary layer
(ABL) and include relevant physics like Coriolis asgll as realistic large-scale forcing and apprateriturbulent scaling,
dependent on thermal stratification, from the steflayer to the free atmosphere. The dynamicsasfettiorcings determine
the interplay between the wind climatology, relavéor the assessment of the wind resource, andwihd conditions
relevant for wind turbine siting. Sanz Rodrigo &t(2016) reviews the state-of-the-art of wind faflolw modeling and

methodologies and challenges for mesoscale-to-state coupling.

The design of ABL models for wind energy requiresyastematic approach of verification and validationorder to
demonstrate consistency of the computational catlethe conceptual physical model and quantify déons with respect
to the real world (Sanz Rodrigo et al., 2016). Veefication process is carried out using idealizest cases where the
solution is known from theory or from a higher-fithe model (code-to-code comparison). Sensitivibalysis in idealized
conditions also helps determining which are thenntlivers of the model, that directly affect theagtities of interest, and
anticipate their main sources of uncertainty. Vatiioh, in the other hand, deals with code-to-obetans comparison to
qguantify the accuracy of the model at representiregreal world in terms of the application of imst From the wind
energy perspective, the quantities of interesttaenind conditions that are directly related te firoduction of energy and

the design characteristics of wind turbines.

The GEWEX Atmospheric Boundary Layer Studies (GABItfave been developed by the atmospheric boundsey-I
community to benchmark single-column models, usgdnbteorological models to parameterize the ABLI{slag et al.,
2013). While the cases are all based on obsengmtiérthe ABL in relatively stationary and horizahtahomogeneous
conditions, it is notoriously difficult to definealidation cases due to the interplay of a large memof physical processes
that can modify these relatively simple conditiokince, the first two GABLS benchmarks used idedlizonditions in
order to analyze the turbulent structure of theLABithout the influence on the variability of theternal large-scale

forcing. GABLS1 simulated a quasi-steady stablenlolawy layer resulting from 9 hours of uniform sedecooling (Cuxart
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et al., 2006). GABLS2 simulated a diurnal cycld] stith uniform geostrophic forcing, by simplifyjnmeasurements from
the CASES-99 experiment in Kansas (Svensson eR@l]). Under these idealized forcing, large-eddyutation (LES)
models have shown high consistency at predictiegABL behavior (Beare et al., 2006). Thereforeythave been used to
verify reduced-order models based on Reynolds-AyestaNavier Stokes (RANS) turbulence modeling. He&aBLS 1
and 2 are suitable verification cases to demomsttia® simulation capacity of ABL models at incomggorg thermal

stratification in turbulence modeling under unifolange-scale forcing and using prescribed surfacebtary conditions.

GABLS1 showed that many boundary-layer parametgoiza tend to overestimate the turbulent mixingtable conditions
leading to a too deep boundary-layer compared t6 &ifhulations (Cuxart et al., 2006). GABLS2 showhel difficulties of
comparing observations with simulations under iizedl forcing and prescribed surface temperaturdtstdg et al. (2007)
showed that during stable conditions there is sgtraoupling between the geostrophic wind speed d&md surface
temperature. Hence, prescribing the surface teryeranhibits the interaction of the boundary-layeith the surface

which, for instance, resulted in large differentcethe 2-m temperature predicted by the models.

The challenges of the first two GABLS exercisepiredd the set-up of GABLS3, which deals with a miaknal case with a
strong nocturnal low-level jet (LLJ) at the Cabama&t tower in the Netherlands (Baas et al., 200%vBll et al., 2014a).
Here, large-scale forcing is not constant throughioa diurnal cycle but depends on time and heigistead of prescribing
the surface temperature, models are allowed to ma&eof their land-surface schemes in order taidelthe dependencies
between the ABL and the land-surface models. Thegelacale forcing is prescribed based on piece-Jiisear
approximations of the real forcing, derived frommslations with the RACMO mesoscale model and adfusd match the
observed surface geostrophic wind and the winddspe200 m. These approximations are introducdiib the impact of

the uncertainties associated to mesoscale gebgtrapd advection forcing.

Based on the GABLS benchmark series, the challenfestable boundary layers and diurnal cycles a&mgewed by
Hotlslag et al. (2013), notably: the relation betwe&nhanced mixing in operational weather modef®paance, the role of
land-surface heterogeneity in the coupling with #tmosphere, the development of LES models withrautive land-
surface schemes, the characterization of a climgyobf boundary-layer parameters (stability clasbesindary-layer depth,
and surface fluxes) and the development of paraimatons for the very stable boundary layer whanbdlence is not the
dominant driver. These challenges are also shayewibd energy applications. Therefore, it is relevéo study the

GABLS3 case within the wind energy context as éation case with focus on rotor-based quantitfasterest.

Revisiting GABLS3 for wind energy also means adapta more pragmatic approach when it comes to gdglysical
complexity. In the context of developing a mesosdatmicroscale model it is important to identiffieh are the first-order

physics that need to be incorporated to improvéopmiance against current practices in the wind $tigu For instance,
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adding thermal effects on turbulence modeling ipdrtant against the traditional hypothesis of redudtratification while

the effects of humidity may be initially neglected.

Reducing model-chain uncertainties by using onsiitgervations is also particularly appealing for dvenergy since it is
standard practice to have profile measurementseadite. Since these measurements are typicadigtafl by site effects, we
propose to introduce corrections at microscale lléased on profile nudging. Hence, Hence, conttaryhe original

GABLS3 set-up, for the sake of a more generalizedascale-to microscale methodology, we proposeyubimlarge-scale
tendencies computed by a mesoscale model as drigiegs at microscale without introducing any cotim based on
measurements. Then, at microscale, the simulatiarbe dynamically relaxed to the profile observaito correct the hour-
to-hour bias. This is also a more natural way dlidg with the wind energy model-chain using annasyonous coupling
methodology where: 1) a database of input forcisggenerated offline by a mesoscale model (in thrgext of a regional

wind atlas for instance); 2) site effects are sated by a microscale ABL model forced by these meme inputs and
introducing a high resolution topographic model &) deviations of the model with respect to aneiee observational site
are corrected to remove the bias generated thratghe downscaling process. It is important to rtbt strict validation

shall not include site observations to be ableuantjfy the impact of the limited knowledge of ttrmdel. The final bias-
correction step allows to calibrate the model tdume the bias and provide a more accurate windsasmnt in the

application context. Quantifying the correctionrastuced by the nudging terms in the modeling equatand their relative

weight with respect to the other terms can alsadsal to assess the limitations of the model.

The methodology used by Bosveld et al. (2014a)haracterize large-scale forcing from mesoscale Isitions will be
adopted here using simulations from the Weathee&eh and Forecasting (WRF) model. At microscakeuse a single-
column model with three RANS turbulence closureesebs of 1st, 1.5th and 2nd order. This model-chais also used by
Baas et al. (2009) to design the GABLS3 case amfbnpe a sensitivity analysis of various SCM settingollowing a
similar philosophy, we evaluate the impact of di#f@ mesoscale forcing terms and bias-correcticaiegties on wind

energy quantities of interest.

2 Models

We follow the same modelling approach used by Baas. (2010) to define a microscale atmospherimbary layer model
driven by realistic mesoscale forcing. This one-wagso-micro methodology allows to couple the modweHine,
facilitating the generalization of the downscalimgthodology to any combination of mesoscale andastale models

working asynchronously.

The RANS equations in natural Cartesian coordingtes> North, y — East,z — vertical) for the horizontal wind

component®J andV are:
4
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wheref, is the Coriolis parameteWy is the vertical wind componeritl; andV, are the components of the geostrophic wind
and uw and ww are the kinematic horizontal turbulent fluxes faomentum based on the fluctuations about the mean
velocity components, v, andw. For convenience, all the components of the RAN&atons have been divided kyto

define the equations as the balance of differentwspeed vectors:

Utend :Uadv +Ucor +Upg +Upb|

. , (2)
Vtend _Vadv +Vcor +Vpg +Vpb|

whereU,ng andV,eg are the tendencies of the wind componedts, andV,q, are the advection wind componentk, =V

andVy, = -U are the Coriolis wind componentd,y = -Vy andV,, = Ug are the pressure gradient wind componentslagd
andVy, are the turbulent diffusion wind components (eqlént to the so-called planetary-boundary layerL(P&&heme in
mesoscale models). In a meso-micro offline couptextiel, the RANS equations are solved using mesedoating as

source terms in the microscale model. In horizéntadmogeneous conditions:

1 oU 1 ouw

—_=U_ +V+U_ - —"+

f ot adv Pof o9z 0™ o
10V 1 oww

———=V_-U+V_-—""4+V

foor Pof ez ™

where the advection and pressure gradient wind ocoemts are derived from mesoscale simulations angwith the time
and the height above ground leveBias-correction nudging termd,, g andV,,,4, have also been incorporated to assimilate
profile observations available from a reference sneament campaign. Observational nudging (or Nelatorelaxation)

based on Stauffer and Seaman (1990) is defined as:

J,

nud

, (4)

:ﬁ(dobs_d)
f. 1

nud

whered,q is eitherU,q or Vaua, doss aNdd are the corresponding observed and simulated igjeant;, 4 is the nudging time-

scale andy, is a weight function that is equal to 1 within thertical range of the observations < z < z,,decreases linearly

from 1 to O in the range < z < Z and 0 elsewhere. Since the nudging term is aficatiforcing, it should not be
5
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dominant compared to the other terms in Eq. (3nddeit should be scaled by a the time constggtof the order of the
slowest physical process of the ABL which, for ardal cycle, is the inertial oscillation introduckyg the Coriolis term.
Hence 7,,q should be of the order of fl/ In generalz, is typically between and 10 s in meteorological systems
(Stauffer and Seaman, 1990).

Similarly to the momentum equations, the energyaéiqo in the absence of radiative and phase-chhegetransfer effects
relates the tendency of potential temperature thighmesoscale advective temperat@g,j, the diffusion and the nudging
(@) terms.

00 _ owe

—=0,-——+0 5
6t adv 62 nud ( )

wherewd is the kinematic heat flux ar@, 4 is defined in Eq. (3).

The diffusion terms in Egs. (1), (3) and (5) anaated assuming a isotropic eddy viscosity thittes turbulent fluxes
with the gradients of mean flow quantities:
U V. g KmV

uw =K, —; vw =K,,—; wd ,
™ 9z ™ oz o, 0z

(6)

where the Prandtl numbet is assumed to be equal to 1. The eddy viscd§ijtys equivalent to the product of a mixing
length and velocity scales. Three turbulent closwil be used in this paper®brder, based on an analytical function of the
mixing length and a velocity scale based on thairstate &1) (Sanz Rodrigo and Anderson, 2013);"idder, based on the
same mixing length function and a velocity scaledohon a transport equation of the turbulent kinetiergy k-) (Sanz
Rodrigo and Anderson, 2013); antf @rder, based on two transport equations for theutant dissipation rate and the
turbulent kinetic energyk{e) (Sogachev et al., 2012; Koblitz et al., 2013).

The Sl turbulence model assumes a semi-empirical analytexpression for the turbulent mixing length:

=2 @

and scales the mixing velocity with the strain tatebtain the eddy viscosity:

2 52
w2 T
Z 0z
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wherex = 0.41 is the von Karman constaat= 0.00037Sy/[fc| is the maximum mixing length in neutral condipn
proportional to the surface pressure gradient (&ldar, 1962). ¢, is an empirical function that depends on the local

stability parametef = Z/L based on the Obukhov lendthFunctional relationships from Dyer (1974) are awonly used:

_la-se)™* ¢ <0 o
(<) {1+5z 720 ©

Transport equations for the turbulent kinetic egéergnd dissipation rateare:

%:P*‘B—é""i K_m% , (10)
ot 0z\ o, 0z

0 & .+ 0 (K, d¢

—=—|C4P-C,,+C4B|+—| —T—|, 11
ot k( el £2 £3 ) 62(0} aZ\J ( )

whereagy ando, are the Schmidt numbers ferande, P andB are the rate of shear and buoyancy productidg ahdC,,

andC,; are model coefficients.

Then, the eddy viscosity is defined as:

o kY2 (12)
m~'m _ya°
Cl
for thek-I model and
Y4 Y2 k?
K =C ik :Cﬂ?, (13)
for thek-€ model, whereC, is a coefficient equal to the square of the rafithe shear stress akdin equilibrium.
Sogachev et al. (2012) define a modified coefficient as follows:
* I
Cfl =C£1+(C£2 _C51)| m ) (14)
max
with a length-scale limiter following Mellor and ¥eada (1974):
on zk¥2dz
_~ o (15)

max

=C, ,
j: k¥2dz
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where G = 0.075 in order to obtain Blackadalhg, = 4 in neutral conditions, consistent with Apsley a@dstro (1997).
Sogachev et al. (2012) introduce a rather compdelitianal diffusion term in the Eq. (11) to make the model equivalent

to ak-w model. For simplicity, this term is not includeerb.

In neutral conditions, a relationship amonlgst coefficients is prescribed to obtain consistendth wvell-established log

profiles in surface-layer neutral conditions (Riasand Hoxey, 1993):

K2

= (16)
C%Z(Csz ‘Ce1)

O

In non-neutral conditions, Sogachev et al. (20bh&pduce &, coefficient that depends on the local stabilitpditions:

Ce3 =(Cy —Cyo)ap +1, a7)
with:
11y /nax if Ri >0
ag = I , (18)
B {1—[1+(c‘22 ~1)/(Cez =Ce1) JIn/lmax  if Ri <0

whereRi = B/P is the local gradient Richardson number. With rlationships of Egs. (16) and (17), the followsef of
model coefficients are use@;, = 1.52,C,, = 1.833,0i = 2.95,0, = 2.95 andC, = 0.03.

Surface boundary conditions are defined based o®Masing the simulated surface-layer friction vélpo., and heat flux

w6,. The potential temperature at the surf@gés either prescribed or inferred from the 2-m tenapure®,:

o, :@2—@{@ (ijwh(%ﬂ; with 6, = - (19)
K ZOt 0 u*O

where a thermal roughness lenggh= z/100 (Bosveld et al., 2014a) and Dyer's integrainfof the stability function for
heaty(() are adopted.

3 Verification
3.2 GABLS1: Idealized quasi-steady stable ABL

The GABLSL1 case set-up is described in Cuxart.e28I06), based on LES simulations presented by¥osand Curry

(2000), where the boundary-layer is driven by asgribed uniform geostrophic wind and surface capliate over a

horizontally homogeneous ice surface. The followimiial and boundary conditions are uséd: 1.3%10-4 s"; Us=8ms

1 Vg = 0; 8 = 265 K for the first 100 m and then increasing’at 0.01 K n'; k = 0.4(1 -z/250)’ n? s? for the first 250 m
8
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and a minimum value of 10m2 $? above. The surface temperat@gstarts at 265 K and decreases at a cooling rae26f

K hr'. The roughness length for momentum and heat i®ggt 0.1 m.

Single-column model simulations are run for 9 hawsmg a 1-km high log-linear grid of 301 pointglantime-step of 1 s
(Sanz Rodrigo and Anderson, 2013). Fig. 1 (lefgveh surface fluxes and boundary-layer height, baseshear stress, for
the three turbulence models and compared withkihmodel of Weng and Taylor (2006) and LES simulaifmom Beare et
al. (2006). Fig. 2 shows the quasi-steady profiesilting at the end of the 9-hr cooling. The thmeedels are consistent
with the reference simulations. While t8¢ andk- models produce almost identical results,ktgemodel produces slightly

smaller surface momentum flux leading to a slighdlyer boundary-layer height. Nevertheless, théedéhces are small.

A sensitivity analysis of quasi-steady ABL profilissshown in Fig. 3, following the same simulatepproach as GABLS1
and varying the surface cooling r&@® and the geostrophic wingi,. In order to use a more representative wind energy
context, the inputs correspond to the Fino-loffehsite conditions, withf, = 1.2x10-4 ' and/” = 0.001 K . The
roughness length is proportional to the squarehefdurface friction velocity through the Charnoekation (Charnock
1955), calibrated for Fino-1 conditions in Sanz Rgal (2011), withz, = 0.0002 m being a representative value. Contolrs
guantities of interest are presented at a referdguteheight' of 70 m and a reference 'rotor rahgeveen 33 and 90 m. The
stability parameter/L at the reference height is also plotted followthg stability classes defined in Sanz Rodrigo et al
(2014), where sonic measurements of the at Finmevsa stability range at 80 m from -2 to 2. In ahdt conditions the
boundary-layer height is of the order of 1 km ahd teference wind speed is almost independent eofctioling rate.
Turbulence decreases and wind shear increasesialr@nditions are approached. In stable comititne boundary layer
height is of the order of a few hundred meters tiiedwind conditions are more strongly correlatedh® local stability

parameter. In very stable conditions turbulendewsand a LLJ develops with high shear.

It is important to note that the quasi-steady pesfiresulting from the sensitivity analysis almaswer happen in real
conditions. They are canonical cases that hel@tsnpeterize the ABL without dynamical effects sattlve can more easily
study the relationship between the main driverghefABL. In real conditions, the ABL is a transigaftenomena that not

only depends on the actual boundary conditionsalsat on the hours to days of history leading tarthe

3.2 GABLSZ2: Idealized diurnal cycle

While the second GABLS exercise was more stronglged on observations from the CASES-99 experimemtainsas,

from the ABL forcing perspective it can still begerded as idealized. The case corresponds to tagecative clear and dry
days with a strong diurnal cycle. Since the focfishe study was the intercomparison of boundargiaschemes, the
forcing conditions were simplified to facilitate ehcomparison among the various turbulent closurather than an

assessment of their accuracy against the actuahadimons.
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The case set-up and model intercomparison is destih Svensson et al. (2011). The boundary canmitare prescribed in
terms of a uniform geostrophic wind & = 9.5 m s-1 and a prescribed surface temperatnieed from observations. The
roughness lengths are setzio= 0.03 m andy, = Z/10. A small subsidence linearly increasing witigheup to -0.005 m's
at 1000 m is also introduced but it will be negéechere for simplicity. For the same reason, humidill not be modelled
here since its effect on wind profiles is not sigaint. Initial profiles are defined at 16:00 lodathe of the 22nd of October
1999 and the simulation runs for 59 hours. Thedataeyaluation day in the GABLS2 benchmark was tBiel 2f October.
This leaves only 8 hours of spin-up time beforettrget day for the models to reach equilibriumhwiite initial conditions.
Koblitz et al. (2013) indicate that this short spim period is not enough for the diurnal cycle @ach equilibrium with the
boundary conditions. An alternative approach isutba periodic diurnal cycle for several days uatjlilibrium is reached,
i.e. two consecutive days show the same diurndécifdis cyclic approach is also followed here,duben the 48-hr period
of surface temperature shown in Fig. 4. After Sleycthe maximum difference in potential tempemtuith the forth cycle

is 0.2 K and the velocity field is in equilibriurA.4-km log-linear grid of 301 points is used withime step of 1 s.

Fig. 1 (right) shows the surface fluxes and stgbgarameter of the three turbulence models condpaith the SCM results
of the GABLS2 model intercomparison of Svenssomle{(2011) and the LES results of Kumar et al. @0The three
models are within the scatter of the SCM refereresults and close to the LES results. Comparind whie LES
simulations, th&-¢ model overpredicts the heat flux in unstable ctoé and in stable conditions over the secondtnigh
Fig. 5 shows time-height contour plots of mean oo turbulent kinetic energy and potential tengtere for the three
models. As the closure order is increased, higimautent kinetic energy is observed. Higher mixéhging diurnal unstable
conditions results in a faster evening transitomaocturnal stable conditions and a higher LLJ,leeer wind shear in the

rotor area.

4 Validation

4.1 GABLS3: Real diurnal cycle

The GABLSS3 set-up is described in Bosveld et ad1¢@). The case analyzes the period from 12:00 WD@ly to 12:00
UTC 2 July 2006, at the Cabauw Experimental Site Atmospheric Research (CESAR), located in the biddinds
(51.971°N, 4.927°E), with a distance of 50 km ® Morth Sea at the WNW direction (van Ulden andilga, 1996). The
elevation of the site is approximately -0.7 m, surrded by relatively flat terrain characterizedgbgssland, fields and some

scattered tree lines and villages (Fig. 6). Theaseale roughness length for the sector of int€&$t- 120°) is 15 cm.

The CESAR measurements are carried out at a 20fwer t free of obstacles up to a few hundred metead! directions.

The measurements include 10-min averaged verticdllgs of wind speed, wind direction, temperatared humidity at

10
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heights 10, 20, 40, 80, 140 and 200 m, as welugace radiation and energy budgets. Turbulencefllare also monitored
at four heights: 3, 60, 100 and 180 m. A RASS pepfineasures wind speed, wind direction and virtealperature above
200 m.

The selection criteria for GABLS3 consisted on th#owing filters applied to a database of 6 yeé2601 - 2006):
stationary synoptic conditions, clear skies (neglsave cooling > 30 W that night), no fog, moderate geostrophic winds
(5 to 10 m &, with less than 3 mi’svariation at night) and small thermal advectivediencies. Out of the 9 diurnal cycles
resulting from this filtering process, the one teaémed more suitable was finally selected: 12:0C W July to 12:00 UTC

2 July 2006.

4.2 Mesoscale forcing from WRF

Mesoscale forcing is derived from simulations vilte Advanced Research Weather Forecasting modeFj\Wersion 3.8
(Skamarock et al., 2008). Kleczek et al. (2014) enadsensitivity study of WRF for different grid sgis, boundary-layer
schemes, boundary conditions and spin-up time.dReddy good results of the vertical wind profilesiable conditions (at

midnight) are obtained although the dependencyherPBL scheme and grid set-up is important.

Mesoscale simulations are reproduced here usingaime domain set-up used as reference by Kleczk éased on three
concentric square domains centred at the CabaewTie model is driven by 6-hourly ERA Interim rabsis data from
ECMWEF (European Centre for Medium-Range Weathee€asts), which comes at a resolution of approximna@ km.
Three domains, all with 183x183 grid points, areted at horizontal resolutions of 9, 3 and 1 kme Mertical grid,
approximately 13 km high, is based on 46 terrallpfang (eta) levels with 24 levels in the firstd® m, the first level at
approximately 13 m, a uniform spacing of 25 m awer first 300 m and then stretched to a unifornolkg®n of 600 m in
the upper part. The U.S. Geological Survey (USG@8Y{use surface data, that comes by default wéh¥RRF model, is
used together with the unified Noah land-surfacelehdo define the boundary conditions at the sarfa@ther physical
parameterizations used are: the rapid radiativesten model (RRTM), the Dudhia radiation scheme #mel Yonsei
University (YSU) first-order PBL scheme. The WRE-ap follows the reference configuration of Kleczstkal. except for
the input data (Kleczek et al. uses ECMWF analysi® horizontal resolution (Kleczek et al. use 2and 3 km) and the
vertical grid (Kleczek et al. uses 34 levels, 18Ha lowest 1000 m). Differences in the grid sefirare due to a further
study with additional nested domains with largeyedimulation to study turbulent processes in theLABollowing
Kletzeck et al., we use a spin-up time of 24 houes,the model is initialized one day before thmét evaluation day in
order to allow enough time to develop mesoscalegs®es in equilibrium with the initial and boundapnditions of the

reanalysis data.

11
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To derive mesoscale forcing, the momentum budgeipoments (also called tendencies) are directlyaeted from WRF as
they are computed by the solver (Lehner, 2012)v&ture, due to curvilinear coordinate system in WRRd horizontal
diffusion tendencies have been neglected since #reycomparatively small with respect to the ottemms of the
momentum budget. Fig. 7 shows contour plots ofldhgitudinal wind component and the momentum budegens of Eq.
(2). These quantities have been spatial and terhpeesaged to filter out microscale fluctuationfieTspatial filter is based
on 4x4 grid points surrounding the site from theos®l WRF domain, which defines a typical size ofiaroscale domain
(Lag = 9 km square box). A centred rolling average,@f= 60 min is also applied in order to remove higbgtiency

fluctuations in the lower part of the boundary laye

Fig. 8 shows the effect df,,q on the mesoscale forcing, vertically averaged @avé40-200 m layer, which is approximately
the span of a large wind turbine of 8 MW (diamdder 160 m, hub heigl4,, = 120 m). If site interpolated values are used
(Lay = O km), large fluctuations can be observed inrttesoscale forcing during convective conditionshatbeginning of
the cycle. Here, the fluctuations are filtered whien a spatial averaging bf,y = 9 km is introduced, which indicates that
the scale of these disturbances are smaller tharsite. Extending the spatial averaging.tq, = 30 km does not show
significant variations with respect to the 9 kmecal$ is interesting to note that even though tleamwind speed profiles
does not show any dependency on the spatial aveyagind one could conclude that horizontally homeges conditions

prevail, there is a quite significant spatial vhilidy of mesoscale forcing within the averagingkbo

The derived mesoscale forcing is consistent witit tibtained by Bosveld et al. (2014a), based omwlaiions with the
RACMO model at a horizontal resolution of 18 km.v&dtion tendencies show narrower peaks comparékose from
Bosveld et al. (2014a). It is difficult to say whethese differences are coming from since we ugéateht input data and
horizontal and temporal resolutions. In order toilit@ate the implementation and interpretation loé imesoscale forcing in
the GABLS3 SCMs intercomparison, simplified meséscdorcing was defined by adjusting piecewise Imea

approximations of the RACMO tendencies to obtainasonable agreement of the wind speed at 200m.

Even though the filtering process, the resultingosth fields in Fig. 7 still show large mesoscalstulibances in the
advective tendencies, especially during nighttinmmditions at greater heights where vertical diffusiis low. The
geostrophic wind is more uniform, showing some dase of intensity with height (baroclinicity). Attor level (Fig. 8) the
pressure gradient force is quite stationary throughthe whole cycle with a sudden change of 50%iind direction
happening a midnight. The advective wind speed pedkthis time reaching similar values than thesgephic wind.
Interestingly, the advective wind direction make86®° turn throughout the cycle, although at red&d$i small advection

speed.

The dynamical origin of the nocturnal low-level jeas originally described by Blackadar (1957) asremtial oscillation

that develops in flat terrain due to rapid stahtiian of the ABL during the evening transition undelatively dry and cloud-
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free conditions (see also Baas et al. (2011) amddeaWiel et al. (2010)). The daytime equilibriufhpsessure gradient,
Coriolis and frictional forces is followed by a sleh decrease of vertical mixing due to radiativeliog during the evening

transition. This results in an imbalance of forcBise residual mixed layer in the upper part of Al is decoupled from

the surface and the Coriolis force induces an lasicih in the wind vector around the geostrophiadyi producing an

acceleration of the upper air which is manifested éow-level jet at relatively low heights. At Galw this happens 20% of
the nights with jet heights between 140 and 26(dijet speeds of 6-10 1t §Baas et al., 2009).

4.3 Quantities of interest

Revisiting the GABLS3 in wind energy terms meanaleating the performance of the models with apfbcaspecific
guantities of interest. These quantities are evatlacross a reference rotor span of 160 m, betw®and 200 m,
characteristic of a 8 MW large wind turbine. Besidaib-height wind speefi,,, and directionWDy,, it is relevant to
consider the rotor equivalent wind speREWS, the turbulence intensity (not evaluated herey,wind speed sheas; and

the wind direction shear or vegr

The rotor equivalent wind speed is specially slgab account for wind shear in wind turbine powerformance tests
(Wagner et al., 2014). THREWS is the wind speed corresponding to the kinetiagghdux through the swept rotor area,

when accounting for the vertical shear:

U3
REWS = HZ(&SF cos 3 )} , (20)

whereA is the rotor area and; are the horizontal segments that separate vertiealsurement points of horizontal wind
speedS across the rotor plane. TREWS is weighted here by the cosine of the angjlef the wind directionVD; with
respect to the hub-height wind direction to accdanthe effect of wind veer.

Wind shear is defined by fitting a power-law cua@oss the rotor wind speed poifts

] | (21)

Similarly, wind veer is defined as the slopef the linear fit of the wind direction differen@ath respect to hub-height:

Z;

S, =S,
" b[Zhub
B =@(WD; ~WDp ) . (22)

In order to evaluate simulations and measuremeottsistently, these quantities are obtained afteampling, by linear

interpolation, velocity and wind direction vertigadofiles at 10 points across the rotor area ard ttomputing th&REWS
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and the shear functional fits. While these fittifuictions are commonly used in wind energy, theitability in LLJ

conditions is questionable. The regression coefficfrom the fitting can be used to determine shiigability.

4.4 Metrics

Validation results can be quantified based on teamabsolute errdlAE metric:
1N
MAE :ﬁ2| Xpred = Xobs| (23)
i=1

wherey is any of the above mentioned quantities of irgerpredicted (pred) or observed (obs), &ha the number of

samples evaluated in the time series.

It is important to note that the errors computerktage particular for this diurnal cycle test casd cannot be associated to
the general accuracy of the SCM in other situatittris more important to discuss the results latree terms to explain, for
instance, the impact of adding modeling compleagywe go from idealized to more realistic forcifigen, if a simulation
is used as a reference to quantify this relativprawement, it is convenient to use a normalidE by dividing with

respect to thtMAE of the reference simulation:

NMAE = MAE (24)
MAE
4.5 Results

Table 1 shows a list of the simulations performeththe single-column model using different setsirig terms of surface
boundary conditions and mesoscale forcing. The SEMilations have been run with the same grid seifuUpABLS2, i.e.
4-km long log-linear grid with 301 levels and a ¢irstep of 1 s. The simulations are grouped accgrgirdifferent model
evaluation objectives as described in the lastroolof Table 1. Table 2 shows tMAE and normalizedAE, with respect
to the referencé-¢ SCM simulation ke T2: tendencies from WRF, no nudging, surface boundanditions based on
prescribed WRF 2-m temperature), for the rotor-dageantities integrated throughout the diurnal eydiime-series of
surface fluxes are plotted in Fig. 11 and quarstitieinterest in Fig. 12 and. ERA-Interim and WRRdations are included
in the plots in order to show how the mesoscaleght@dnsforms the inputs from the reanalysis dath then is used as
input to the microscale model simulations in thesoamicro model-chain. As we did with the mesosdaleing, a centred
rolling average of 60 min is applied to simulaticssd observations in order to have all the quastiBvaluated on a
common timeframe.
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4.5.1 Consistency of mesoscale tendencies and numgbias-correction methods from a model-chain pergztive

Fig. 9 shows time-height contour plots of wind \aitlg, wind direction and potential temperature floe WRF simulation,
reference SCM simulation without nudgirg (T2) and with wind speed nudging between 40 and 2Q0Vvimud200_taul0)
and the observations. The reference rotor spawgeleet40 and 200 m, is delimited with dashed liBgscomparing the first
two columns of Fig. 9 we can see that the SCM shgmdar structure as the mesoscale model evergthawre simplified
physics is used. In terms BEWS, the MAE due to offline coupling is only 4% of tkeror of the WRF model itself. (Table
2). This confirms the consistency of the asynchusnocoupling methodology based on mesoscale teregenComparing
with observations, we can distinguish a LLJ of lengluration in the simulations than in the modéhe simulations
showing a double peak while observations show aerdgtinct velocity maxima. The evening and morniragsitions are
more gradual in the mesoscale model than in theraasons.

At the rotor area, the peak of tREWS is well predicted by both the mesoscale andkeéh@d2 SCM while they both tend to
overpredict in the convective and transitional paftthe cycle (Fig. 12). The LLJ lives longer hetsimulations than in the
observations. This is attributed to an incorrewirg of the advection tendencies. Switching ofsthéendencies in the SCM
sifts the LLJ peak of wind speed and direction 8re@head. Wind shear is not predicted well byntbelels. The reanalysis
data predicts surprisingly well the wind shear lolute to the very coarse vertical resolution ofdaga, this is consider an
artefact from the linear interpolation. Wind vearffers the consequences of the phase error in tinel @irection,
underpredicting the maximum wind veer. Wind direatis reasonably well predicted by the reanalysmii data, with a
ramp starting at 18:00 UTC 1 July and peaking @ & TC 2 July. However, the mesoscale model presestidden change
around midnight, which is apparent in both the gues gradient and advective forcing in Fig. 8, a@sllts in a broader
wind direction peak. This peak has larger amplitade shorter duration in the observations. The rialetemperature
fields are also reasonably well characterized by ithput data during daytime conditions. At nighe thooling is

underpredicted by the reanalysis data but overpiediby the mesoscale model (Fig. 11).

By introducing profile nudging, these deviationg @orrected to a large extent in the lower parthef ABL. Since the
weighting function of the nudging ternas, decays linearly up to 400 m we can see how the @darection is gradually
introduced and the simulation is not affected byging in the upper levels (Fig. 9). In termsN¥IAE, using velocity
profile nudging leads to error reductions of uB@86 in theREWS with respect to the reference simulation (no nngpiA

more detailed assessment of profile nudging fdedsht measurement strategies is discussed later.

4.5.2 Choice of turbulence closure

Thek-¢ closure is chosen as reference with respect tottier turbulence models because it is expectée tmore generally
applicable in heterogeneous terrain conditions,reviee mixing length is modelled through thequation. In the GABLS2
case we could see some differences between the tiwdels in the prediction of turbulent kinetic myyewhen simulating
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the CASES-99 diurnal case. Here, we quantify thgaich on the choice of turbulence model on the diiesf interest by
using the same boundary conditions and mesoscals@o TheS| andk-I models are almost equivalent but show around
30% higher MAE than th&-¢ model. Some improvement, of the order of 10%,biseoved for lower-order models in the
hub-height wind direction and wind veer but thieslmot compensate the error increase of 20% inhkidit wind speed

and 40% in wind shear.

4.5.3 Choice of surface boundary conditions

The third objective in the model evaluation strgte§ Table 1 is to determine if there is a choi€édaoundary condition for
the energy equation that is more adequate in thdigiion of quantities of interest. Basu et al.q@0demonstrated using
MOST arguments that using a prescribed surface fheatais boundary condition in stable conditionsud be avoided.
MOST is imposed at the surface by prescribing tlesoacale 2-m temperaturee (T2), the 2-m temperature and surface
heat flux ke_T2wt) or the surface skin temperatuke-Tsk). Fig. 11 shows time series of surface-layer fuat 3-m height)
and 2-m temperature along the diurnal cycle. tthiserved a large bias in the 2-m temperature ofMR& simulation which
was also found in the GABLS3 model intercomparié®@asveld et al., 2014b) and WRF sensitivity studteczek et al.
(2014). Using the WRF skin temperature insteadhefa-m temperature is equivalent in terms of ptediche surface-layer
fluxes. This is not a surprise since the Noah laudface model in WRF is also based on MOST surfaper-
parameterization and the roughness lengths in WRIFSCM simulations are the same. However, in tesfiREWS, using
skin temperature instead of 2-m temperature reBult$% increase of the MAE. Adding the WRF heakfas an additional

prescribed quantity also has no effect on the sarfixes and little impact on the quantities dérest.

Interestingly enough, prescribing the observed femperature instead of the mesoscale 2-m temperagsults in 23%
increase 0REWS MAE. This is due to a mismatch between the sur{abserved) and top (simulated) boundary conditions
that lead to a less accurate prediction of potet@iaperature gradients throughout the ABL. In effeven though the large
bias in the prediction of the potential temperattine mesoscale simulation is still doing a godzgo simulating the diurnal
evolution of vertical potential temperature gradéernwhich are ultimately the main feedback in theutation of the wind
speed fields via the buoyancy term in the turbudeaquations. Then, using the mesoscale 2-m tenuyperat indirect
surface boundary condition seems to be the mosbpappte choice. This is a standard output in ntelegical models and

surface stations so it makes sense to use it &mtipal reasons also as standard in wind energpa@gms and flow models.

4.5.4 Added value of more realistic forcing

Adding mesoscale tendencies to microscale ABL satmuhs requires the generation of tendencies franesoscale model.
The question is how important are these tendeficidse assessment of quantities of interest. Ththe fourth objective in
the model evaluation strategy of Table 1. The matibh of the LLJ evolution by the mesoscale tengenin the GABLS3

episode is discussed by Baas et al. (2010) anddBbet al. (2014a). They use a SCM to switch onahdifferent forcing
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mechanisms and show their relative impact in thaugon of the LLJ. Fig. 10 shows time-height platsdifferent SCM
simulations: with all mesoscale tendencies includ@d@ ke), without @, (noTadv), without O, U.e and Ve
(noTadvUadv) and without advection tendencies and assumirigthieageostrophic wind only varies with time follimg the
surface pressure gradiemtofadvUadv_Sg0). The next step in terms of simplifying the forgimvould be to impose a

uniform geostrophic wind throughout the entire egis, which is the idealized set-up of GABLS2.

In the first 100 m above the ground, where turbegediffusion is important, advection tendencies ratatively small and
using surface geostrophic forcing provides a réalisvolution of the diurnal cycle. Above 100 m adtive tendencies
become a dominant force in the modulation of thdlisgium between Coriolis and pressure gradiemtds. If only surface
geostrophic forcing is applied at greater heigtits, wind speed and direction are way off. In teohshe REWS NMAE,

removing potential temperature tendencies doeshast a significant impact while additionally remayi momentum
tendencies results in 24% increase of error. Ugisy the surface geostrophic wind as forcing insesathe error by an
additional 100%. Hence, realistic forcing requithe characterization of the horizontal pressuraligra variations with
time and height as main driver. Then, even thoudyreetion tendencies come with high uncertaintyoishicing mesoscale
momentum advection still results in significant noypement. Potential temperature advection in tlisecshows some
improvement in the wind direction and wind sheatrthis is compensated with a deterioration on véipded and wind veer,

so the overall impact oREWS s not significant.

4.5.4 Assessment of bias-correction for differentrpfile nudging strategies

In homogeneous terrain conditions, such as thoskeoGABLS3 case, we should not expect improvemehtn using the
offline meso-micro simulations with a RANS modelthwvrespect to online mesoscale simulations withoandary-layer
scheme, since the surface conditions have not etbagd the turbulence models are similar. Instbgdjsing the same
surface conditions, we demonstrated that using stase tendencies was an effective solution to daivaicroscale ABL
model offline without introducing significant adidihal uncertainties due to the coupling betweenntoglels. It is also not
surprising to find large errors in the WRF modelihto-hour, sometimes even larger than in the fgaisainput data, since
the higher resolution of the model will bring adidlital variability that is physically realistic big not necessarily well
represented by the models (Baas et al., 2010; Bbstal., 2014). In aggregated terms, it has liEnonstrated that adding
mesoscale-generated advection tendencies was tiahédr the SCM simulations, even though their teition hour-by-
hour was not obvious due to phase errors for igstaf solution to improve the transient behaviouthe microscale model
is to introduce bias-correction through nudgingré{ave explore the profile nudging method of Eq.tét depends on the

time scaler, 4 and the range and type of observations assimilatéte simulations.

Two scenarios of nudging are considered in Tabtwking use of the Cabauw instrumentation as a plaxgypical set-ups

that could be used in the wind energy context. flilsé scenario corresponds to mast-based instruatientwhere we can
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routinely measure and assimilate in the model vgipeled and temperature. By convention, temperatessunements start
at 2 m and wind speed measurements at 10 m. Tiemast height is varied from 80 ke(T2obs UVTnud80) to 200 m.
Since temperature nudging starts at 2 m, the obde2vm temperature is prescribed in the surfacendiany condition. By
default, the nudging time scale is set to 1 houterms ofREWS, using nudging with an 80 m mast does not imprtiree
aggregated error for a large rotor in the rang@®-m. Using 120 m or 200 m results in improvemefit$2% and 50%
respectively. If the time scale is reduced to 16,rai much stronger correction is introduced evieng tstep and thREWS

error decreases to almost 90%.

The second scenario corresponds to a lidar sethgsevrange typically starts from 40 m and goesou@00-400 m. Here,
only wind speed profiles are assimilated. Againpsidering a default nudging time scale of 1 hotiisiobserved an
improvement of 53% and 58% when assimilating datéol?200 and 400 m respectively. Measuring abogedkor range in
this case has little benefit. Comparing the twanac®s, mast or lidar, for a nudging range up t6 & it is observed that
the main advantage of assimilating potential tetmjpee profiles is in improving the wind shear aegwvpredictions. This is
also observed at shorter nudging time-scales,qodatly during the morning transition (Fig. 12)gF8 shows the magnitude
and direction of the nudging correction, verticadlyeraged over the rotor range and compared tottier forcing terms.
Using a nudging time-scale of 60 min results inrections of less than 1 m',scomparatively small with respect to the
pressure gradient forcing at around 8 Ehis correction increases occasionally to up to &' for a time-scale of 30 min
and up to 4 m'§for a time-scale of 10 min. The direction of thelging term shows how the correction is mainlydaling

the advection forcing which comes with higher uteiaty than the pressure gradient force.

Fig. 13 shows the vertical wind profiles of horitainwind speed and wind direction at midnight andity the morning
transition. At midnight, the WRF model is performineasonably well at developing the nocturnal Lbd ¢he nudging
corrections are mainly affecting the wind directijorofile. In contrast, the morning transition ist weell captured by the
model and large nudging corrections are neededtim Wwind speed and direction. In both cases, d@pigarent the transition
at 400 m between the corrected and uncorrected érthe profile. Using a linear decaying weight tbé nudging

correction above 200 m produces a reasonably snti@otkition.

5 Discussion and Conclusions

The series of GABLS test cases for the evaluatioARL models have been used for the design of glsiaolumn model
that uses realistic forcing by means of mesos@aldencies and nudging at microscale. The modaldesl three different
turbulent closures that produce consistent resunlthe idealized cases GABSL 1 and 2. A sensitigibalysis of quasi-
steady simulations following the GABLS 1 approabbws how the wind conditions at rotor heights asgelated mostly

with the geostrophic wind in unstable conditionsl avith the local atmospheric stability in stablenditions. The main
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difference between the models in the GABLS 2 dilosese resides in a larger turbulent kinetic enexgyhe order of the

closure model is increased.

The GABLS3 diurnal cycle case has been revisitelevaluated in terms of wind energy specific mstrlastead of using
the adjusted mesoscale tendencies of the origiAdL(G3 set-up, the mesoscale tendencies computadRl are directly
used to force the SCM. Momentum budget analysisvshibe relative importance of the different forcitegms in the
momentum equations. By spatial and temporal avegaghe high-frequency fluctuations due to micrdesceffects are
filtered out. Using mesoscale tendencies to dtieeSCM results in consistent flow fields compamethe WRF simulation,

even though the more simplified physics of the ABL.

By sensitivity analysis on the mesoscale tendendigés shown that the main driver of the ABL isettime and height
dependent horizontal pressure gradient. Advecttsmd come with high uncertainties and hour-to-hthey can lead to

large errors. Nevertheless, their impact in terfrguantities of interest's aggregated errors istives

The k-¢ model of Sogachev et al. (2012) presents betteioppeance than the lower-order turbulence closuers.
Considering surface boundary conditions for theeptial temperature equation, prescribing the serfenperature by
indirectly introducing the WRF 2-m temperature wMOST is more adequate than using the skin temperair the

observed 2-m temperature.

Instead of adjusting at mesoscale, correctionsrdreduced at microscale through observationalifgafudging, to make
use of the routine measurements collected in winergy campaigns. Mast-based and lidar-based prafde-ups are
compared to show the added value of measuringeattgyr heights than the hub-height, main advantédidar systems.

Sensitivity to the nudging time-scale is large,céalty to compensate errors introduced by the melesadvection forcing.

The GABLS cases show the complexity of interpretimgsoscale forcing. While the pressure gradiemngfs dominated by
large scales and will be reasonably well capturedhe reanalysis data, advection tendencies depanthe physical
parameterizations of the mesoscale model. Bads @04.0) presented an alternative case basedeoarthemble averaging
of nine diurnal cycles that meet the GABLS3 setatttriteria. This composite case, like the preski@ABLS3 case, is
entirely based on forcing from a mesoscale modatel,facilitates the assessment of the main featfrése diurnal cycle by
cancelling out the mesoscale disturbances of tiiwidual days. As a result, the composite case shgneat improvement
versus considering any single day separately. Hetheeassessment of mesoscale to microscale métgie® is more
appropriate in a climatological than in a deterstini sense. Otherwise, dynamical corrections litaile nudging will be

required.

SCM simulations over horizontally homogeneous taerima convenient methodology for the design ofLABodels given

its simpler code implementation and interpretatidrresults compared to a 3D setting in heterogememnditions. This
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allows to test surface boundary conditions, turbedéemodels and large-scale forcings more efficjelngifore implementing
them in a 3D microscale model. In 3D, advection Mdae solved by the model through surface hetereigies and velocity
gradients across the lateral boundaries. Spatedaged, height and time dependent mesoscale fofoimg horizontal
pressure gradients could be introduced as a cohudy force throughout the 3D domain similarly akas been done in
GABLS3. By spatial averaging over a larger scalntthe microscale domain, we expect to filter dstudbances in the
pressure gradient due to unresolved topographlgamiesoscale model. These topographic effectseilinodelled with a
high-resolution topographic model in the 3D micirdecsimulation. Such model-chain would still assuhz the mesoscale
forcing is horizontally homogeneous throughout thieroscale domain but changes with height and timeugh source
terms in the momentum equations. Nudging localestions would be introduced through horizontal aedical weight
functions that limit the correction to the locatwiity of the observation sites as it is done irsoszale models (Stauffer and
Seaman, 1990). This relatively simple implementatid meso-micro coupling is valid for RANS and LE®dels and

allows easier characterization of mesoscale inas using 3D fields.
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Table 1: List of simulations and objectives for the ensitivity analysis of single-column models.

Turb.  Surface B.CY Forcing® Objectives

WRF-YSU YSU Noah ERA Interim Demonstrate
consistency of online

ke T2 (reference) k-g WRF T, WRF tendencies (WRF) vs asynchronous
meso-micro coupling

9 T2 S WRFT, WRF tendencies Evaluate the choice of
turbulent closure with

kI T2 k-1 WRFT, WRF tendencies realistic forcing

ke T2wt k-e  WRFT, andwd, WRF tendencies Quantify the impact of
the choice of surface

ke Tsk k-¢ WRF ©, WREF tendencies boundary conditions on

ke_T2obs k-¢ Observedr, WRF tendencies fluxes and quantities of
interest

noTadv k-¢ WRFT, without O,q, tendency Quantify the relative

noTadvUadv k-¢ WRFT, without advection tendencies importance of _

) mesoscale tendencies on
noTadvUadv_Sg0 k-¢ WRFT, only surface pressure gradient quantities of interest
UVTnud80 k-¢ Observedr, U,V: 10-80 m;©: 2-80 m; 7, = 60 min  Assess bias-correction

nudging method using

UVTnud120 k-¢ Observede uU,V: 10-120 m;@: 2-120 m;7,,q = 60 min typica| wind energy
UVTNud200 ke  Observedl,  UV:10-200 m@: 2200 Mz = 60 min Mast configurations
UVTnud200_taulO k-¢ Observedr, U,V: 10-200 m;®: 2-200 m;7;,,q = 10 min
UVnud400 k-¢ WRFT, U,V: 40-400 m,z,,4 = 60 min Assess bias-correction

: _ . nudging method using
UVnud200 k-¢ WRFT, U,V: 40-200 m,7,g = 60 min typical wind energy
UVnud200_tau30 k-e WRFT, U,V: 40-200 m, 7 = 30 min lidar configurations
UVnud200_taul0 k-¢ WRF T, U,V: 40-200 m,7,,g = 10 min

@ All based on Monin-Obkuhov land surface model
@ Al use the same WRF tendencies, adding nudging or modified tendencies as indicated

25



Table 2: MAE and normalized MAE with respect to the rderencek-&¢ SCM simulation.

REWS [m s7] S [M s WD [] a (shear) ¥ (veer)

MAE NMAE MAE NMAE MAE NMAE MAE NMAE MAE NMAE
WRF-YSU 1.37 1.48 11.59 0.13 0.08
ke T2 (reference) 1.42 1.54 12.72 0.14 0.08
9 T2 1.87 1.31 1.85 1.20 11.40 0.90 0.19 1.42 0.07 0.95
ki_T2 1.84 1.30 1.81 1.17 10.88 0.86 0.19 1.38 0.07 0.90
ke T2wt 1.40 0.99 1.49 0.97 1271 1.00 0.13 0.96 0.08 1.04
ke Tsk 1.63 1.15 1.91 1.24 16.39 1.29 0.15 1.10 0.10 1.29
ke T20bs 1.75 1.23 1.77 1.15 1166 0.92 0.12 0.90 0.09 1.16
noTadv 1.44 1.01 1.30 0.84 13.77 1.08 0.17 1.27 0.06 0.82
noTadvUadv 1.76 1.24 1.87 1.22 11.78 0.93 0.18 1.31 0.07 0.96
noTadvUadv_Sg0 3.21 2.26 3.20 2.08 16.17 1.27 0.29 2.17 0.12 1.53
ke T2obs UVTnud80 1.42 1.00 1.36 0.88 10.33 0.81 0.14 1.05 0.07 0.86
ke T2obs UVTnud120 1.26 0.88 1.17 0.76 11.85 0.93 0.14 1.04 0.09 1.12
ke T2obs UVTnud200 0.71 0.50 0.76 0.49 9.36 0.74 0.09 0.68 0.04 0.53
ke T2obs UVTnud200 taul0 0.16 0.11 0.19 0.12 3.80 0.30 0.05 0.35 0.02 0.25
ke T2 _UVnud400 0.59 0.42 0.73 0.47 10.13 0.80 0.12 0.86 0.05 0.68
ke T2 UVnud200 0.66 0.47 0.80 0.52 1049 0.82 0.12 0.86 0.05 0.66
ke T2 UVnud200_tau30 0.45 0.31 0.49 0.32 7.21 0.57 0.10 0.73 0.05 0.59
ke T2 UVnud200 taulO 0.26 0.18 0.34 0.22 4.39 0.35 0.08 0.58 0.05 0.59
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Figure 1: GABLS1 (a) and GABLS?2 (b) time series of dundary-layer height h, and surface-layer friction velocity u.o, kinematic
heat flux w@,, Obukhov length L, and stability parameter z/L,. Comparison between SCM simulations using three tbulent
closures &, k-I and k-g) and the k-l model of Weng and Taylor (2006), SCM simulationsni Svensson et al. (2011), and LES

simulations of Beare et al. (2006) and Kumar et 4R010).
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Figure 2: GABLS1 quasi-steady vertical profiles of brizontal wind speedS = (U? + V)2 potential temperature @, shear stressr
and kinematic heat flux w@. Comparison between SCM simulations using three tbulent closures &, k-l and k-g) and the k-|
model of Weng and Taylor (2006) and the LES simulaticnof Beare et al. (2006).
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(A) Horizontal velocity at z,,=70 m (z,=0.0002 m; I'=1 K km™; f = 1.2e-004s") () Boundary layer height (z,=0.0002 m; /'=1KKkm™; £ =1.2e-0045")
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Figure 3: Sensitivity analysis of quasi-steady prfides at different cooling rates CR and geostrophic wind speeds, in offshore
conditions (z, ~ 0.0002 m) with an inversion lapse rate af = 1 K km™. All simulations based on the GABLS1 set-up of 9-hr
uniform surface cooling, averaging over the last har to obtain the quasi-steady profiles. Power-law ls®ear exponent based on 33
and 90 m levels. Atmospheric stability based on tHecal Obukhov parameter{ = Z/L at a reference height of 70 m. Stability levels
according to Sanz Rodrigo et al. (2014): near neutf (white): 0 < { < 0.02; weakly stable: 0.02 € < 0.2; stable 0.2 < < 0.6; very
stable 0.6 < < 2; extremely stabled > 2 (symmetric range in unstable conditions in red
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Figure 4. GABLS2 surface temperature profile (Svensm et al., 2011) and alternative 48-h periodic cyelused to obtain a diurnal

cycle independent of initial conditions.
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Figure 5: GABLS2 time-height contour plots of wind velocity S (top raw), turbulent kinetic energy k (middle) and potential
temperature @ (bottom) for the SCM simulation based orS- (first column), k-I (second) andk-¢ (third) turbulence closure after 5

cyclic simulations.



Figure 6: Roughness map for a 30x30 km area centregt the Cabauw site. Grassland (green) dominates ¢hsurface conditions
with local values of the roughness length of aroun@ cm. For the 60° - 120° sector of interest, theesoscale roughness length is
around 15 cm, characteristic of scattered rough temain (Verkaik and Holtslag, 2007). This value is als found in the default land-
use model of WRF, based on the U.S. Geological Seww (USGS, 2011). Figure reprinted from KNMI's Hydra Project website

(KNMI, 2016).
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Figure 7: Time-height contour plots of the longitudinal wind compament U and momentum budget terms:Ueng = Uagy + Ucor + Upg
+ Upy from the WRF-YSU simulation.
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Figure 8: Magnitude S and direction WD of the wind vector, pressure gradient, advective and nudginfprcing vertically averaged
over a rotor span between 40 and 200 rgensitivities to :patial averaging L,y and nudging timescale f,,q.
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Figure 9: Time-height contour plots of wind velocityS (top raw), wind direction WD (middle) and potential temperature®
(bottom) for the WRF simulation (first column), SCM simulation based on WRF mesoscale forcingnd k-& turbulence closure
without (second) and with (third) velocity nudgingbetween 40 and 200 n and observations (fourth). A reference rotor span40 -
200 m) is delimited with the dashed lines.
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Figure 10: Time-height contour plots of wind velocityS (top raw), wind direction WD (middle) and potential temperature®
(bottom) for four k-& SCM simulations: with all the forcing terms (first column), without @4,(second), without@,4, Uaq, and Vg,
(third) and without advection and assuming that thegeostrophic wind only varies with time following he surface pressure

5 gradient Sy (fourth).
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Figure 11: Time series of surfae layer characteristics using different surface boodary conditions for potential temperature with
the k- model and compared with ERA Interim input data, messcale model simulation and observation:
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Figure 12: GABLS3 time series of rotor-based quanties of interest, from top to bottom: rotor equivakent wind speedREWS, hub-
height wind direction WDy, wind sheara and wind veer . Sensitivity of thek-& SCM to different nudging strategies, as per
Table 1, assimilating wind speed observations "UV"Iéft) and wind speed and air temperature observatios "UVT" (right) and
comparing with the reference SCM (without nudging, ke T2), the WRF simulation, the ERA Interim input data and the

observations.
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Figure 13: Vertical profiles of horizontal wind speed S and wind direction WD at 2006-07-02 00:00:00 (a) and 06:00:00 (b) using
different nudging strategies as per Table 1 and congved with the reference SCM (without nudging ke T2), the WRF simulation,
the ERA Interim input data and the observations.
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