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Abstract. The GEWEX Atmospheric Boundary-Layer Studies (G/ABLL, 2 and 3 are used to develop a methodology for
10 the design and testing of Reynolds-Averaged NaStekes (RANS) atmospheric boundary-layer (ABL) mesder wind
energy applications. The first two GABLS are basedidealized boundary conditions and are suitabteverification
purposes by comparing with results from higherdfigenodels based on large-eddy simulation. Resulim three single-
column RANS models, of 1st, 1.5th and 2nd turbutedlosure order, show high consistency in predictie mean flow.
The third GABLS case is suitable for the study leése ABL models under realistic forcing such thalidation versus
15 observations at the Cabauw met tower is possilile.cBse consists on a diurnal cycle that leadsticturnal low-level jet
and addresses fundamental questions related weffrdtion of the large-scale forcing, the interantof the ABL with the
surface and the evaluation of model results witbepbations. The simulations are evaluated in terfisirface-layer fluxes
and wind energy quantities of interest: rotor eglémt wind speed, hub-height wind direction, wipeted shear and wind
direction veer. The characterization of mesosaaleirig is based on spatial and temporal-averagedentum budget terms
20 from WRF simulations. These mesoscale tendencéss®d to drive single-column models, that werdigdrpreviously in
the first two GABLS cases, to first demonstratet ey can produce similar wind profile charactics as the WRF
simulations even though the more simplified physitise added value of incorporating different fogcimechanisms in
microscale models is quantified by systematicaélynoving forcing terms in the momentum and heat gous This
mesoscale-to-microscale modelling approach is tftecto a large extent, by the input uncertaintéshe mesoscale
25 tendencies. Deviations from the profile observatioare reduced by introducing observational nuddiraged on
measurements that are typically available from wemérgy campaigns. This allows to discuss the addéie of using
remote sensing instruments versus tower measuremeitiie assessment of wind profiles for tall windbines reaching
heights of 200 m.
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1 Introduction

Wind energy flow models are progressively incorpiaga more realistic atmospheric physics in orderirtgprove the
simulation capacity of wind turbine and wind farmstyn tools. Wind resource assessment and winéh&udite suitability
tools, dealing with the microscale flow around avithin a wind farm, have been traditionally basedsite measurements
5 and flow models relaying on Monin-Obukhov surfaagdr theory (MOST) that assume steady-state andah@tmospheric
conditions (Monin and Obukhov, 1954). At largerissathe long-term wind climatology is typicallytdemined from a
combination of historical measurements and simufatifrom mesoscale meteorological models at a tiwotat resolution of
a few kilometers. The transition from mesoscalentoroscale to come up with a unified model-chaithis main challenge
at stake for the next generation of wind assessnuwis (Sanz Rodrigo et al.,, 2016). In order to endlkis possible,
10 microscale models have to extend their range talsite the entire atmospheric boundary layer (ABhg aclude relevant
physics like Coriolis as well as realistic largedsc forcing and appropriate turbulent scaling, deleat on thermal
stratification, from the surface layer to the fegmosphere. The dynamics of these forcings deterthia interplay between
the wind climatology, relevant for the assessmérthe wind resource, and the wind conditions refévfar wind turbine
siting.

15 The design of ABL models for wind energy requiresyastematic approach of verification and validatianorder to
demonstrate consistency of the computational cattethe conceptual physical model and quantify déens with respect
to the real world (Sanz Rodrigo et al., 2016). Teefication process is carried out using idealizest cases where the
solution is known from theory or from a higher-fithe model (code-to-code comparison). Sensitivibalysis in idealized
conditions also helps determining which are thenndaivers of the model, that directly affect theaqtities of interest (Qol),

20 and anticipate their main sources of uncertainglidation, in the other hand, deals with code-tseskations comparison to
quantify the accuracy of the model at representigreal world in terms of the application of irtst From the wind
energy perspective, the quantities of interestlaenind conditions that are directly related te groduction of energy and

the design characteristics of wind turbines.

The GEWEX Atmospheric Boundary Layer Studies (GABLfve been developed by the atmospheric boundsey-|
25 community to benchmark single-column models, usgdnbteorological models to parameterize the ABLI{#lag et al.,
2013). While the cases are all based on obsergatbrthe ABL in relatively stationary and horizohtahomogeneous
conditions, it is notoriously difficult to definealidation cases due to the interplay of a large memof physical processes
that can modify these relatively simple conditioRgnce, the first twvo GABLS benchmarks used idedlizonditions in
order to analyze the turbulent structure of theLABithout the influence on the variability of theternal large-scale
30 forcing. GABLS1 simulated a quasi-steady stablendawy layer resulting from 9 hours of uniform sedeacooling (Cuxart
et al., 2006). GABLS2 simulated a diurnal cycld] sfith uniform geostrophic forcing, by simplifygnmeasurements from
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the CASES-99 experiment in Kansas (Svensson e2@l]). Under these idealized forcing, large-eddyutation (LES)
models have shown high consistency at predictiegMBL behavior (Beare et al., 2006). Thereforeythave been used to
verify reduced-order models based on Reynolds-AyettaNavier Stokes (RANS) turbulence modeling. He@ABLS 1
and 2 are suitable verification cases to demorsstiia¢ simulation capacity of ABL models at incoqtorg thermal

stratification in turbulence modeling under unifolange-scale forcing and using prescribed surfaeebary conditions.

GABLS1 showed that many boundary-layer parametoizs. tend to overestimate the turbulent mixingtiable conditions
leading to a too deep boundary-layer compared 18 &ifhulations (Cuxart et al., 2006). GABLS2 showfeal difficulties of
comparing observations with simulations under iidedl forcing and prescribed surface temperaturdtstdg et al. (2007)
showed that during stable conditions there is stropupling between the geostrophic wind speed dued surface
temperature. Hence, prescribing the surface terperanhibits the interaction of the boundary-layeith the surface

which, for instance, resulted in large differentethe 2-m temperature predicted by the models.

The challenges of the first two GABLS exercisepiresl the set-up of GABLS3, which deals with a miafnal case with a
strong nocturnal low-level jet (LLJ) at the Cabamet tower in the Netherlands (Bass et al., 200%vBll et al., 2014a).
Here, large-scale forcing is not constant througltioel diurnal cycle but depends on time and heigistead of prescribing
the surface temperature, models are allowed to ma&eof their land-surface schemes in order taidelthe dependencies
between the ABL and the land-surface models. Theelacale forcing is prescribed based on piece-iisear
approximations of the real forcing, derived fromimslations with the RACMO mesoscale model and adiusd match the
observed surface geostrophic wind and the winddspe@00 m. These approximations are introducdimio the impact of

the uncertainties associated to mesoscale gebgtrapd advection forcing.

Based on the GABLS benchmark series, the challeofestable boundary layers and diurnal cycles asgewed by
Hotlslag et al. (2013), notably: the relation betweenhanced mixing in operational weather modelidopeance,
investigate the role of land-surface heterogeniaitjie coupling with the atmosphere, develop LESiet® with interactive
land-surface schemes, create a climatology of baynlhyer parameters (stability classes, boundaygd depth, and
surface fluxes) and develop parameterizationshiervery stable boundary layer when turbulence igh®dominant driver.
These challenges are also shared by wind enerdicafigpns. Therefore, it is relevant to study thABELS3 case within the

wind energy context as a validation case with famusotor-based quantities of interest.

Revisiting GABLS3 for wind energy also means adupta more pragmatic approach when it comes to gdgliysical
complexity. In the context of developing a mesosgatlmicroscale model it is important to identifjiish are the first-order
physics that need to be incorporated to improvdopmance against current practices in the wind stigu For instance,
adding thermal effects on turbulence modeling ipartant against the traditional hypothesis of rautratification while

the effects of humidity may be initially neglected.
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Reducing model-chain uncertainties by using onsfiservations is also particularly appealing for dvenergy since it is
standard practice to count with profile measurementthe site. Since these measurements are typafégcted by site
effects, we propose to introduce corrections atresitale level based on profile nudging. Hence, reoytto the original
GABLS3 set-up, we allow the mesoscale forcing taireits uncertainties, for the sake of a more gaired mesoscale-to-
microscale methodology, and then relax the mial@senodel simulation towards the profile observagido correct the
hour-to-hour bias. This is also a more natural wéylealing with the wind energy model-chain usingasynchronous
coupling methodology where: 1) a database of ifpuaings is generated offline by a mesoscale méidethe context of a
regional wind atlas for instance); 2) site effeats simulated by a microscale ABL model forced ligse mesoscale inputs
and introducing a high resolution topographic mpdeid 3) deviations of the model with respect taeference
observational site are corrected to remove thedgagrated throughout the downscaling process.ifbportant to note that
strict validation shall not include site observatido be able to quantify the impact of the limitesbwledge of the model.
The final data assimilation step allows to calibréite model to reduce the bias and provide a muomgrate wind assessment
in the application context. Quantifying the correstintroduced by the nudging terms in the modebagations and their

relative weight with respect to the other terms akso be used to assess the limitations of the mode

The methodology used by Bosveld et al. (2014a)haracterize large-scale forcing from mesoscale Isitioms will be
adopted here using simulations from the Weathee&eh and Forecasting (WRF) model. At microscakeuse a single-
column model with three RANS turbulence closureesebs of 1st, 1.5th and 2nd order. This model-chais also used by
Bass et al. (2009) to design the GABLS3 case amfbipe a sensitivity analysis of various SCM settingollowing a
similar philosophy, we evaluate the impact of difie mesoscale forcing terms and data assimilaimategies on wind

energy quantities of interest.

2 Models

We follow the same modelling approach used by Bass. (2010) to define a microscale atmospherimbary layer model
driven by realistic mesoscale forcing. This mesarmimethodology allows to couple the models offlifeilitating the
generalization of the downscaling methodology to/ aombination of mesoscale and microscale modelsking

asynchronously.

The RANS equations in Cartesian coordinatey,(2) for the horizontal wind componeritsandV are:
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wheref is the Coriolis parameteW is the vertical wind componeritly andV, are the components of the geostrophic wind
and uw and ww are the kinematic horizontal turbulent fluxes faomentum based on the fluctuations about the mean
velocity componentsi, v, andw. For convenience, all the components of the RANSagons have been divided byto

5 define the equations as the balance of differentdwpeed vectors:

Utend :Uadv +Ucor +Upg +Upbl
V :Vadv +Voor +Vpg +Vpbl

tend

: @)
whereUenq andVieng are the tendencies of the wind componeldts, andV,y, are the advection wind componeritls,, = V
andV,, = -U are the Coriolis wind components,; = -V andV,, = Ug are the pressure gradient wind componentstagd
and Vy are the turbulent diffusion wind components. Imaso-micro offline coupled model, the RANS equati@me

10 solved using mesoscale forcing as source terntgimicroscale model. In horizontally homogeneousii®mns:
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where the advection and pressure gradient wind coews are derived from mesoscale simulations angwith the timet
and the height above ground legeBias-correction nudging terms,, g andV,,4, have also been incorporated to assimilate
profile observations available from a reference sneament campaign. Observational nudging (or Neatorelaxation)
15 based on Stauffer and Seaman (1990) is defined as:
J :ﬁ(dobs_é)y 4)
fC

nud
Tnud

whered, is eitherU,,q or Vg, dops @Ndo are the corresponding observed and simulated ijeant;,q is the nudging time-
scale andv, is a weight function that is equal to 1 within trertical range of the observatiozs < z < z,,decreases linearly
from 1 to O in the range, < z < % and O elsewhere. Since the nudging term is aficatiforcing, it should not be

20 dominant compared to the other terms in Eq. (3nddeit should be scaled by a the time constagtof the order of the
5
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slowest physical process of the ABL which, for ardal cycle, is the inertial oscillation introduckg the Coriolis term.
Hence 7,4 should be of the order offl/In generalr,q is typically between oand 16 s in meteorological systems
(Stauffer and Seaman, 1990).

Similarly to the momentum equations, the energyaéiqo in the absence of radiative and phase-chhegetransfer effects
5 relates the tendency of potential temperature thithmesoscale advective temperat@g,j, the diffusion and the nudging

(Onug) terms.

00 _ owe

ry O e +0, (5)

wherewd is the kinematic heat flux ar@@,q is defined in Eq. (3).

The diffusion terms in Egs. (1), (3) and (5) anedated assuming a isotropic eddy viscosity thkdtes turbulent fluxes
10 with the gradients of mean flow quantities:

uszmZ—l;; vszm‘;—\Z/; W€=Ka—':‘g—\2/, (6)

where the Prandtl numbert is assumed to be equal to 1. The eddy viscdsijtys equivalent to the product of a mixing

length and velocity scales. Three turbulent closwi# be used in this papers'drder, based on an analytical function of the

mixing length and a velocity scale based on theirstiate &) (Sanz Rodrigo and Anderson, 2013);"dBder, based on the
15 same mixing length function and a velocity scalsdohon a transport equation of the turbulent kinetiergy k-1) (Sanz

Rodrigo and Anderson, 2013); antf @rder, based on two transport equations for theutant dissipation rate and the

turbulent kinetic energyk{e) (Sogachev et al., 2012; Koblitz et al., 2013).

The S| turbulence model assumes a semi-empirical analytexpression for the turbulent mixing length:

Iy =————— @)
+

20 and scales the mixing velocity with the strain tatebtain the eddy viscosity:

1/2

K =12 mjf +[‘;‘Z’ﬂ , ®)
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wherek = 0.41 is the von Karman constaiat= 0.00037Sy/|fc| is the maximum mixing length in neutral condiSpn
proportional to the surface pressure gradient (Bldar, 1962). @, is an empirical function that depends on the local

stability parametef = ZL based on the Obukhov lendthFunctional relationships from Dyer (1974) are ocoonly used:

_l-50)™* ¢ <o o
(<) {1+5z 720 ©)

5 Transport equations for the turbulent kinetic eydrgnd dissipation rateare:

K _pipog+ I [KmOk] (10)
ot 0z\ oy 0z

08 _Ef» o 0 (K, d¢

== E(cﬂp Cepf+Cy3B) +E[Za7}’ (11)

whereoy ando, are the Schmidt numbers ferande, P andB are the rate of shear and buoyancy productidh ahdC,,

andC,; are model coefficients.
10 Then, the eddy viscosity is defined as:

kY2

K PR
3/4’
H

=1 (12)

m

for thek- model and

2
Ko = CH4 kY2 :c/,k?, (13)

for thek-¢ model, whereC, is a coefficient equal to the square of the refithe shear stress akdin equilibrium.

15 Sogachev et al. (2012) define a modified coefficient as follows:

* |
C£1 = Csl + (C£2 _Cel) o, (14)

Imax

with a length-scale limiter following Mellor and ¥eada (1974):

Iwzkl/zdz
| = C/l L f
j:kl/Zdz

max

(15)
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where G = 0.075 in order to obtain Blackadakg, = 2 in neutral conditions, consistent with Apsley aBdstro (1997).
Sogachev et al. (2012) introduce a rather comptieitianal diffusion term in the Eq. (11) to make the model equivalent
to ak-w model. For simplicity, this term is not includeeré.

In neutral conditions, a relationship amongst coefficients is prescribed in order to obtain dstemicy with Monin-
Obukhov theory in the surface layer (Richards andey, 1993):

KZ

- ) (26)
C/lj/z (C£2 - Csl)

O

In non-neutral conditions, Sogachev et al. (20b&pduce &C.; coefficient that depends on the local stabilitpditions:

Cy3 =(Cey —Cp)ap +1, 7)
with:
111 /Nnax if Ri >0
an = S, (18)
B {1—[1+ (Ce2 =1)/(Ce2 =Ce) Jlm/Imax  if Ri <O

whereRi = B/P is the local gradient Richardson number. With rislationships of Egs. (16) and (17), the followset of
model coefficients are use@;, = 1.52,C, = 1.833,0¢ = 2.95,0, = 2.95 andC, = 0.03.

Surface boundary conditions are defined based o8M@sing the simulated surface-layer friction vélpa., and heat flux
w6,. The potential temperature at the surf@gés either prescribed or inferred from the 2-m tenapure®,:

90:92—‘% Pg[%}wh(%ﬂ; with 8, :—":90, (19)
it 0 *0

where a thermal roughness lenggh= z/100 (Bosveld et al., 2014a) and Dyer's integrainfaf the stability function for
heaty(¢) are adopted.

3 Verification
3.2 GABLSL1: Idealized quasi-steady stable ABL

The GABLS1 case set-up is described in Cuxart.e28l06), based on LES simulations presented by¥osand Curry

(2000), where the boundary-layer is driven by asgribed uniform geostrophic wind and surface capliate over a

horizontally homogeneous ice surface. The followiitiial and boundary conditions are uség: 1.3%10-4 85 Uy =8 m $

1V, = 0; 0 = 265 K for the first 200 m and then increasing’at 0.01 K n; k = 0.4(1 -/250) n* s for the first 250 m
8
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and a minimum value of 10m2 §? above. The surface temperat@gstarts at 265 K and decreases at a cooling ra3e26f

K h™. The roughness length for momentum and heat i®ggt 0.1 m.

Single-column model simulations are run for 9 hausig a 1-km long log-linear grid of 301 pointdlantime-step of 1 s
(Sanz Rodrigo and Anderson, 2013). Fig. 1 (lefjveh surface fluxes and boundary-layer height, baseshear stress, for
5 the three turbulence models and compared wittkdh@odel of Weng and Taylor (2006) and LES simulaiémom Beare et
al. (2006). Fig. 2 shows the quasi-steady profiesailting at the end of the 9-hr cooling. The thmeedels are consistent
with the reference simulations. While t8¢ andk-I models produce almost identical results,kigemodel produces slightly

smaller surface momentum flux leading to a slighdlyer boundary-layer height. Nevertheless, théedtéhces are small.

A sensitivity analysis of gquasi-steady ABL profilés shown in Fig. 3, following the same simulatiapproach than

10 GABLS1 and varying the surface cooling r&R and the geostrophic wir. In order to use a more representative wind
energy context, the inputs correspond to the Fisffstiore site conditions, with; = 1.2x10-4 §' and/"= 0.001 K nit. The
roughness length is proportional to the squardefsurface friction velocity through the Charnoelation (Sanz Rodrigo,
2011), withzy = 0.0002 m being a representative value. Contoficgiantities of interest are presented at a rateréhub-
height' of 70 m and a reference 'rotor range' betm&3 and 90 m. The stability parametiérat the reference height is also

15 plotted following the stability classes defineddanz Rodrigo et al. (2014). In unstable condititresboundary-layer height
is of the order of 1 km and the reference wind dpsealmost independent of the cooling rate. Twhoé decreases and
wind shear increases as neutral conditions arebapped. In stable conditions the boundary layegttgs of the order of a
few hundred meters and the wind conditions are nstmengly correlated to the local stability paraenetn very stable
conditions turbulence is low and a LLJ develop$iigh shear.

20 Itis important to note that the quasi-steady pesfresulting from the sensitivity analysis are@tmever happening in real
conditions. They are canonical cases that helpausnpeterize the ABL without dynamical effects sat tive can more easily
study the relationship between the main driverthefABL. In real conditions, the ABL is a transigriitenomena that not

only depends on the actual boundary conditionsalsat on the hours to days of history leading tarthe

3.2 GABLS2: Idealized diurnal cycle

25 While the second GABLS exercise was more stronglged on observations, from the CASES-99 experinmeKansas,
from the ABL forcing perspective it can still begegded as idealized. The case corresponds to tagecative clear and dry
days with a strong diurnal cycle. Since the foctishe study was the intercomparison of boundargfaschemes, the
forcing conditions were simplified to facilitate ehcomparison among the various turbulent closurather than an

assessment of their accuracy against the actuahaimons.
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The case set-up and model intercomparison is destin Svensson et al. (2011). The boundary camtitare prescribed in
terms of a uniform geostrophic wind &f = 9.5 m s-1 and a prescribed surface temperaenieed from observations. The
roughness lengths are sezi= 0.03 m andy, = z/10. A small subsidence linearly increasing witighe up to -0.005 ms
at 1000 m is also introduced but it will be negéechere for simplicity. For the same reason, humidill not be modelled
5 here since its effect on wind profiles is not sfigaint. Initial profiles are defined at 16:00 lod¢ahe of the 22nd of October
1999 and the simulation runs for 59 hours. Theetaeyaluation day in the GABLS2 benchmark was tBiel 2f October.
This leaves only 8 hours of spin-up time beforetrget day for the models to reach equilibriurhviite initial conditions.
Koblitz et al. (2013) indicate that this short spim period is not enough for the diurnal cycle@aah equilibrium with the
boundary conditions. An alternative approach isutoa periodic diurnal cycle for several days uegjLilibrium is reached,
10 i.e. two consecutive days show the same diurndécyidis cyclic approach is also followed here,dshen the 48-hr period
of surface temperature shown in Fig. 4. After Slegcthe maximum difference in potential tempemtwith the forth cycle

is 0.2 K and the velocity field is in equilibriurA.4-km log-linear grid of 301 points is used withime step of 1 s.

Fig. 1 (right) shows the surface fluxes and sthbfiarameter of the three turbulence models conapaith the SCM results
of the GABLS2 model intercomparison of Svenssomle{2011) and the LES results of Kumar et al. @0The three
15 models are within the scatter of the SCM refereresults and close to the LES results. Comparind whie LES
simulations, the&k-& model overpredicts the heat flux in unstable ctioi$ and in stable conditions over the secondtnigh
Fig. 5 shows time-height contour plots of mean oo turbulent kinetic energy and potential tengtare for the three
models. As the closure order is increased, the edulecome more dissipative (higher turbulent kinethergy). Higher
mixing during diurnal unstable conditions resutisai faster evening transition to nocturnal staloieditions and a higher

20 LLJ, i.e. lower wind shear in the rotor area.

4 Validation

4.1 GABLS3: Real diurnal cycle

The GABLS3 set-up is described in Bosveld et a)1@k). The case analyzes the period from 12:00 WDAly to 12:00

UTC 2 July 2006, at the Cabauw Experimental Site Atmospheric Research (CESAR), located in the Bbiddainds
25 (51.971°N, 4.927°E), with a distance of 50 km ® orth Sea at the WNW direction (van Ulden andriftfga, 1996). The

elevation of the site is approximately -0.7 m, surded by relatively flat terrain characterizedgbgssland, fields and some

scattered tree lines and villages (Fig. 6). Theaseale roughness length for the sector of int€&t- 120°) is 15 cm.

The CESAR measurements are carried out at a 200mer t free of obstacles up to a few hundred meteadl directions.
The measurements include 10-min averaged verticdilgs of wind speed, wind direction, temperatared humidity at

10



Wind Energ. Sci. Discuss., doi:10.5194/wes-2016-26, 2016 WIND

Manuscript under review for journal Wind Energ. Sci. Py ENERGY
Published: 19 August 2016 e We \ SCIENCE
(© Author(s) 2016. CC-BY 3.0 License. european soademy ofvind energy

heights 10, 20, 40, 80, 140 and 200 m, as welldace radiation and energy budgets. Turbulencefiiare also monitored
at four heights: 3, 60, 100 and 180 m. A RASS fepfineasures wind speed, wind direction and virtealperature above
200 m.

The selection criteria for GABLS3 consisted on fb#owing filters applied to a database of 6 ye&2601 - 2006):

5 stationary synoptic conditions, clear skies (negisave cooling > 30 W that night), no fog, moderate geostrophic winds
(5 to 19 m 8, with less than 3 m’svariation at night) and small thermal advectivedencies. Out of the 9 diurnal cycles
resulting from this filtering process, the one thaémed more suitable was finally selected: 12:0C W July to 12:00 UTC
2 July 2006.

4.2 Mesoscale forcing from WRF

10 Mesoscale forcing is derived from simulations vite Advanced Research Weather Forecasting modeF)\Wersion 3.8
(Skamarock et al., 2008). Kleczek et al. (2014) enadsensitivity study of WRF for different grid sgts, boundary-layer
schemes, boundary conditions and spin-up time. dtedsy good results of the vertical wind profilesitable conditions (at

midnight) are obtained although the dependencyerPBL scheme and grid set-up is important.

Mesoscale simulations are reproduced here usingaime domain set-up used as reference by Kleczk &ased on three
15 concentric square domains centred at the CabaewTdie model is driven by 6-hourly ERA Interim rabysis data from
ECMWEF (European Centre for Medium-Range Weatheeé¢asts), which comes at a resolution of approxipa@ km.
Three domains, all with 183x183 grid points, areted at horizontal resolutions of 9, 3 and 1 kme Mertical grid,
approximately 13 km high, is based on 46 terraltefang (eta) levels with 24 levels in the first@® m, the first level at
approximately 13 m, a uniform spacing of 25 m awer first 300 m and then stretched to a unifornoligon of 600 m in
20 the upper part. The U.S. Geological Survey (US@8j§Huse surface model, that comes by default WwghWRF model, is
used together with the unified Noah land-surfaceleh@o define the boundary conditions at the serfadther physical
parameterizations used are: the rapid radiativestea model (RRTM), the Dudhia radiation scheme #mel Yonsei
University (YSU) first-order PBL scheme. The WRFE-8gp follows the reference configuration of Kleczetkal. except for
the input data (Kleczek et al. uses ECMWF analys$ig horizontal resolution (Kleczek et al. use 2&nd 3 km) and the
25 vertical grid (Kleczek et al. uses 34 levels, 18Hn lowest 1000 m). Differences in the grid sesirare due to a further
study with additional nested domains with largesedimulation to study turbulent processes in theLABollowing
Kletzeck et al., we use a spin-up time of 24 houes,the model is initialized one day before thsget evaluation day in
order to allow enough time to develop mesoscalega®es in equilibrium with the initial and boundaonditions of the

reanalysis data.

11
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To derive mesoscale forcing, the momentum budgeipoments (also called tendencies) are directlyaeteéd from WRF as
they are computed by the solver (Lehner, 2012)v&ture and horizontal diffusion tendencies havenheeglected since
they are comparatively small with respect to theeptterms of the momentum budget. Fig. 7 showsoemnplots of the
longitudinal wind component and the momentum budeehs of Eq. (2). These quantities have beenapatd temporal

5 averaged to filter out microscale fluctuations. Hpatial filter is based on 4x4 grid points surrding the site from the
second WRF domain, which defines a typical sizea ohicroscale domainL{,; = 9 km square box). A centred rolling
average ot,y = 60 min is also applied in order to remove higtgfiency fluctuations in the lower part of the baany
layer.

Fig. 8 shows the effect df,q on the mesoscale forcing, vertically averaged @avé0-200 m layer, which is approximately
10 the span of a large wind turbine of 8 MW (diamder 160 m, hub heigtg,,, = 120 m). If site interpolated values are used
(Lay = 0 km), large fluctuations can be observed inrtesoscale forcing during convective conditionshatbeginning of
the cycle. Here, the fluctuations are filtered whien a spatial averaging bf,; = 9 km is introduced, which indicates that
the scale of these disturbances are smaller tharsite. Extending the spatial averaging.tg, = 30 km does not show
significant variations with respect to the 9 kmeeals is interesting to note that even though treamwind speed profiles
15 does not show any dependency on the spatial averagnd one could conclude that horizontally homeges conditions

prevail, there is a quite significant spatial vhilidy of mesoscale forcing within the averaging<bo

The derived mesoscale forcing is consistent witit tibtained by Bosveld et al. (2014a), based omlations with the
RACMO model at a horizontal resolution of 18 km. drder to facilitate the implementation and intetption of the
mesoscale forcing in the GABLS3 SCMs intercomparisimplified mesoscale forcing was defined by atijig piecewise

20 linear approximations of the RACMO tendencies ttaoba reasonable agreement of the wind speedOan.20

Even though the filtering process, the resultingosth fields in Fig. 7 still show large mesoscalstaibances in the
advective tendencies, especially during nighttinemditions at greater heights where vertical diffusiis low. The
geostrophic wind is more uniform, showing some dase of intensity with height (baroclinicity). Aitor level (Fig. 8) the
pressure gradient force is quite stationary throughhe whole cycle with a sudden change of 50%imd direction
25 happening a midnight. The advective wind speed edkthis time reaching similar values than thesgephic wind.

Interestingly, the advective wind direction make368° turn throughout the cycle.

The dynamical origin of the nocturnal low-level jeas originally described by Blackadar (1957) asremtial oscillation

that develops in flat terrain due to rapid stahtiian of the ABL during the evening transition undglatively dry and cloud-

free conditions. The daytime equilibrium of pregsgradient, Coriolis and frictional forces is falled by a sudden decrease
30 of vertical mixing due to radiative cooling duritige evening transition. The residual mixed layethi@ upper part of the

ABL is decoupled from the surface and the Corifdice induces an oscillation in the wind vectorwuard the geostrophic
12
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wind, producing an acceleration of the upper aiicvtis manifested as a low-level jet at relativielw heights. At Cabauw
this happens 20% of the nights with jet heightsveen 140 and 260 m and jet speeds of 6-10 (Baas et al., 2009).

4.3 Quantities of interest

Revisiting the GABLS3 in wind energy terms meanaleating the performance of the models with apfiicaspecific
5 quantities of interest (Qols). These quantitiesen@uated across a reference rotor span of 188etween 40 and 200 m,

characteristic of a 8 MW large wind turbine. Besideib-height wind spee§,, and directionWDy,,, it is relevant to

consider the rotor equivalent wind speRBWS, the turbulence intensity (not evaluated herey,wind speed shear, and

the wind direction shear or vegr

The rotor equivalent wind speed is specially suéab account for wind shear in wind turbine powerformance tests
10 (Wagner et al., 2014). THREWS is the wind speed corresponding to the kinetiag@ndéux through the swept rotor area,

when accounting for the vertical shear:

13
REWS = E\Z(A,.sﬁ cos B )} , (20)

whereA is the rotor area an#l, are the horizontal segments that separate vertiealsurement points of horizontal wind
speedS across the rotor plane. TIREWS is weighted here by the cosine of the angjlef the wind directionVD; with
15 respect to the hub-height wind direction to accdanthe effect of wind veer.

Wind shear is defined by fitting a power-law cuaoss the rotor wind speed poifts

s :shub[ 4 j . 1)

Zhub
Similarly, wind veer is defined as the slapef the linear fit of the wind direction differeneéth respect to hub-height:
B =/(WD, ~WDyp) - (22)

20 In order to evaluate simulations and measurememmsistently, these quantities are obtained aftsampling, by linear
interpolation, velocity and wind direction vertigadofiles at 10 points across the rotor area aed tomputing th&REWS
and the shear functional fits. While these fittifuctions are commonly used in wind energy, theitability in LLJ

conditions is questionable. The regression coefficfrom the fitting can be used to determine shigability.

13
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4.4 Metrics

Validation results can be quantified based on tkamabsolute errdAE metric:
1 N
MAE = Nz‘ Xored ~ Xobs | (23)
i=1

wherey is any of the above mentioned Qols, predictedd)poe observed (obs), amdis the number of samples evaluated in

5 the time series.

It is important to note that the errors computerktare particular for this diurnal cycle test casd cannot be associated to
the general accuracy of the SCM in other situatitiris more important to discuss the results Iatiee terms to explain, for
instance, the impact of adding modeling compleaigywe go from idealized to more realistic forciigen, if a simulation
is used as a reference to quantify this relativerawement, it is convenient to use a normalis®E by dividing with

10 respect to th&AE of the reference simulation:

NMAE = MAE . (24)
MAE
4.5 Results

Table 1 shows a list of the simulations performethwhe single-column model using different setsing terms of surface
boundary conditions and mesoscale forcing. The S@Milations have been run with the same grid setfUpABLS2, i.e.

15 4-km long log-linear grid with 301 levels and a érstep of 1 s. The simulations are grouped accgrirdifferent model
evaluation objectives as described in the lastroolof Table 1. Table 2 shows tMAE and normalizedAE, with respect
to the referencé-¢ SCM simulation Ke T2: tendencies from WRF, no nudging, surface boundanditions based on
prescribed WRF 2-m temperature), for the rotor-da@els integrated throughout the diurnal cycle. &iseries of these
Qols are plotted in Fig. 12 and surface fluxes i B1. ERA-Interim and WRF simulations are incldda the plots in

20 order to show how the mesoscale model transformsrhuts from the reanalysis data and then is asethput to the
microscale model simulations in the meso-micro matiain. As we did with the mesoscale forcing, emteed rolling
average of 60 min is applied to simulations andeokstions in order to have all the quantities eadd on a common
timeframe.

4.5.1 Consistency of mesoscale tendencies and nundgbias-correction methods from a model-chain pergrtive

25 Fig. 9 shows time-height contour plots of wind ey, wind direction and potential temperature floe WRF simulation,
reference SCM simulation without nudgirg (T2) and with wind speed nudging between 40 and 2@0Vvimud200_taul0)
and the observations. The reference rotor spaweleet40 and 200 m, is delimited with dashed liBgscomparing the first

14
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two columns of Fig. 9 we can see that the SCM shaimslar footprint as the mesoscale model evenghahe simplified
physics used. In terms ®EWS, the MAE due to offline coupling is only 4% of tieeror of the WRF model itself. (Table
2). This confirms the consistency of the asynchusncoupling methodology based on mesoscale terefenComparing
with observations, we can distinguish a LLJ of lengluration in the simulations than in the mod#e simulations
5 showing a double peak while observations show serdtinct velocity maxima. The evening and morriragsitions are

more gradual in the mesoscale model than in therghgons.

At the rotor area, the peak of tREWS s well predicted by both the mesoscale andckéhd@2 SCM while they both tend to
overpredict in the convective and transitional paftthe cycle (Fig. 12). The LLJ lives longer retsimulations than in the
observations. This is attributed to an incorrawing of the advection tendencies. Switching ofsthéendencies in the SCM
10 sifts the LLJ peak of wind speed and direction Brek@head. Wind shear is not predicted well byntlelels. The reanalysis
data predicts surprisingly well the wind shear lolute to the very coarse vertical resolution ofdhés, this is consider an
artefact from the linear interpolation. Wind veerffers the consequences of the phase error in fimel wirection,
underpredicting the maximum wind veer. Wind dirextis reasonably well predicted by the reanalysaii data, with a
ramp starting at 18:00 UTC 1 July and peaking @& TC 2 July. However, the mesoscale model presestidden change
15 around midnight, which is apparent in both the gpues gradient and advective forcing in Fig. 8, a@slits in a broader
wind direction peak. This peak has larger amplitade shorter duration in the observations. The ri@etemperature
fields are also reasonably well characterized by itput data during daytime conditions. At nighe thooling is

underpredicted by the reanalysis data but overpiediby the mesoscale model (Fig. 11).

By introducing profile nudging, these deviationg aorrected to a large extent in the lower parthef ABL. Since the
20 weighting function of the nudging ternas, decays linearly up to 400 m we can see how the @grection is gradually

introduced and the simulation is not affected bylging in the upper levels (Fig. 9). In termsNI¥IAE, using velocity

profile nudging leads to error reductions of uB@8 in theREWS with respect to the reference simulation (no noggiA

more detailed assessment of profile nudging fdedsht measurement strategies is discussed later.

4.5.2 Choice of turbulence closure

25 Thek-¢ closure is chosen as reference with respect tottiesr turbulence models because it is expectée tmore generally
applicable in heterogeneous terrain conditions,reiee mixing length is modelled through thequation. In the GABLS2
case we could see some differences between the ithweels in the prediction of turbulent kinetic yyewhen simulating
the CASES-99 diurnal case. Here, we quantify theeich on the choice of turbulence model on the @glssing the same
boundary conditions and mesoscale forcing. $handk-l models are almost equivalent but show around 3i@#teh MAE

30 than thek-¢ model. Some improvement, of the order of 10%,kseoved for lower-order models in the hub-heightdwi

15
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direction and wind veer but this does not compenta error increase of 20% in hub-height wind dpeed 40% in wind

shear.

4.5.3 Choice of surface boundary conditions

The third objective in the model evaluation strgte§ Table 1 is to determine if there is a choi€¢doundary condition for
5 the energy equation that is more adequate in thaigiion of Qols. Basu et al. (2008) demonstradgiMOST arguments

that using a prescribed surface heat flux as baynztandition in stable conditions should be avoidd®ST is imposed at
the surface by prescribing the mesoscale 2-m teatyrer ke_T2), the 2-m temperature and surface heat fkex T2wt) or
the surface skin temperatute{(Tsk). Fig. 11 shows time series of surface-layer fluga 3-m height) and 2-m temperature
along the diurnal cycle. It is observed a larges liethe 2-m temperature of the WRF simulation Wwhi@s also found in the

10 GABLS3 model intercomparison (Bosveld et al., 201did WRF sensitivity study of Kleczek et al. (2p14sing the WRF
skin temperature instead of the 2-m temperatuegjigvalent in terms of predicting the surface-laffexes. This is not a
surprise since the Noah land surface model in WiRifso based on MOST surface-layer parameterizatidrthe roughness
lengths in WRF and SCM simulations are the sameaveyer, in terms oREWS, using skin temperature instead of 2-m
temperature results in 15% increase of the MAE.iAglthe WRF heat flux as an additional prescribedrjty also has no

15 effect on the surface fluxes and little impact ba Qols.

Interestingly enough, prescribing the observed femperature instead of the mesoscale 2-m temperagsults in 23%
increase 0REWS MAE. This is due to a mismatch between the sur{abserved) and top (simulated) boundary conditions
that lead to a less accurate prediction of potktgraperature gradients throughout the ABL. In effeven though the large
bias in the prediction of the potential temperattite mesoscale simulation is still doing a godalgosimulating the diurnal
20 evolution of vertical potential temperature gradienwhich are ultimately the main feedback in threuation of the wind
speed fields via the buoyancy term in the turbueaquations. Then, using the mesoscale 2-m tenuyperas indirect
surface boundary condition seems to be the mosbpppte choice. This is a standard output in metegical models and

surface stations so it makes sense to use it &mtipal reasons also as standard in wind energpaigms and flow models.

4.5.4 Added value of more realistic forcing

25 Adding mesoscale tendencies to microscale ABL satiaris requires the generation of tendencies franesoscale model.
The question is how important are these tenderiniébe assessment of Qols. This is the fourth divjedn the model
evaluation strategy of Table 1. The modulationhef ELJ evolution by the mesoscale tendencies ifXABLS3 episode is
discussed by Bass et al. (2010) and Bosveld ef2éll4a). They use a SCM to switch on and off déferforcing
mechanisms and show their relative impact in thelwton of the LLJ. Fig. 10 shows time-height plafsdifferent SCM

30 simulations: with all mesoscale tendencies includ@d_ke), without @, (noTadv), without O.4, Usy and Vug

(noTadvUadv) and without advection tendencies and assumirgthleageostrophic wind only varies with time follog the
16
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surface pressure gradiemo{advUadv_Sg0). The next step in terms of simplifying the forgimvould be to impose a

uniform geostrophic wind throughout the entire egis, which is the idealized set-up of GABLS2.

In the first 200 m above the ground, where turbegediffusion is important, advection tendencies retatively small and
using surface geostrophic forcing provides a réalisvolution of the diurnal cycle. Above 100 m adtive tendencies
5 become a dominant force in the modulation of thalidxium between Coriolis and pressure gradiemtds. If only surface
geostrophic forcing is applied at greater heigtite, wind speed and direction are way off. In teohshe REWS NMAE,
removing potential temperature tendencies doesave ha significant impact while additionally remoyirmomentum
tendencies results in 24% increase of error. Ugisg the surface geostrophic wind as forcing insesathe error by an
additional 100%. Hence, realistic forcing requitke characterization of the horizontal pressureligra variations with
10 time and height as main driver. Then, even thoubreetion tendencies come with high uncertaintyromhicing mesoscale
momentum advection still results in significant moyement. Potential temperature advection in tlisecshows some
improvement in the wind direction and wind shearthis is compensated with a deterioration on veipded and wind veer,

so the overall impact oREWS is not significant.

4.5.4 Assessment of bias-correction for differentrpfile nudging strategies

15 In homogeneous terrain conditions, such as thoseeoGEABLS3 case, we should not expect improvemehtsn using the
offline meso-micro simulations with a RANS modeltlwrespect to online mesoscale simulations wittbanbdary-layer
scheme, since the surface conditions haven't cldaagd the turbulence models are similar. Instegduding the same
surface conditions, we demonstrated that using stas® tendencies was an effective solution to daiveicroscale ABL
model offline without introducing significant adidibal uncertainties due to the coupling betweenntoglels. It is also not

20 surprising to find large errors in the WRF modelihto-hour, sometimes even larger than in the dgaisainput data, since
the higher resolution of the model will bring adalital variability that is physically realistic big not necessarily well
represented by the models (Bass et al., 2010; Bbsteal., 2014). In aggregated terms, it has lmEemonstrated that adding
mesoscale-generated advection tendencies was tieh&jr the SCM simulations, even though their tedaution hour-by-
hour was not obvious due to phase errors for imstaf solution to improve the transient behaviouthe microscale model

25 is to introduce data assimilation through nudgidgre, we explore the profile nudging method of E&j).that depends on

the time scale;,q and the range and type of observations assimilatdde simulations.

Two scenarios of data assimilation are considene@able 1 making use of the Cabauw instrumentadi®ra proxy for
typical set-ups that could be used in the wind gneontext. The first scenario corresponds to rbased instrumentation
where we can routinely measure and assimilate enntliedel wind speed and temperature. By conventEmperature

30 measurements start at 2 m and wind speed measuseraerlO m. Then, the mast height is varied from r80
(ke_T20bs_UVTnud80) to 200 m. Since temperature nudging starts at thenobserved 2-m temperature is prescribed in the
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surface boundary condition. By default, the nuddinge scale is set to 1 hour. In termsREWS, using data assimilation
with an 80 m mast does not improve the aggregated for a large rotor in the range 40-200 m. Usir#) m or 200 m
results in improvements of 12% and 50% respectivélthe time scale is reduced to 10 min, a mucbngter correction is

introduced every time step and fREWS error decreases to almost 90%.

5 The second scenario corresponds to a lidar sethgsevrange typically starts from 40 m and goesoup0D-400 m. Here,
only wind speed profiles are assimilated. Againpsidering a default nudging time scale of 1 hotiisiobserved an
improvement of 53% and 58% when assimilating datéol200 and 400 m respectively. Measuring abogeadtor range in
this case has little benefit. Comparing the twanaces, mast or lidar, for a nudging range up to &9 it is observed that
the main advantage of assimilating potential temjpee profiles is in improving the wind shear ae@wpredictions. This is

10 also observed at shorter nudging time-scales,qodatly during the morning transition (Fig. 12)gF8 shows the magnitude
and direction of the nudging correction, verticadlyeraged over the rotor range and compared tottier forcing terms.
Using a nudging time-scale of 60 min results inredtions of less than 1 nt,scomparatively small with respect to the
pressure gradient forcing at around 8 tnEhis correction increases occasionally to up to & for a time-scale of 30 min
and up to 4 m$for a time-scale of 10 min. The direction of thedging term shows how the correction is mainlydaiing

15 the advection forcing which comes with higher utaiety than the pressure gradient force.

Fig. 13 shows the vertical wind profiles of horirainwind speed and wind direction at midnight andirg the morning
transition. At midnight, the WRF model is performineasonably well at developing the nocturnal Lbd ghe nudging
corrections are mainly affecting the wind directirofile. In contrast, the morning transition ist weell captured by the
model and large nudging corrections are neededfim wind speed and direction. In both cases, @pisarent the transition

20 at 400 m between the corrected and uncorrecteds pédrthe profile. Using a linear decaying weight tbé nudging
correction above 200 m produces a reasonably sni@otkition.

5 Discussion and Conclusions

The series of GABLS test cases for the evaluatioABL models have been used for the design of gleiaolumn model
that uses realistic forcing by means of mesos@ldencies and data assimilation at microscale.mddel includes three
25 different turbulent closures that produce consistenults in the idealized cases GABSL 1 and 2e#Asgivity analysis of
quasi-steady simulations following the GABLS 1 aggwh shows how the wind conditions at rotor heigines correlated
mostly with the geostrophic wind in unstable coiodis and with the local atmospheric stability iatde conditions. The
main difference between the models in the GABLSW2n@l case resides in a larger turbulent kinetiergy as the order of

the closure model is increased.
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The GABLS3 diurnal cycle case has been revisitelemaluated in terms of wind energy specific mstrlastead of using
the adjusted mesoscale tendencies of the origiA8LS3 set-up, the mesoscale tendencies computafRl are directly
used to force the SCM. Momentum budget analysisvshihe relative importance of the different forcitegms in the
momentum equations. By spatial and temporal avegaghe high-frequency fluctuations due to micréesazffects are
5 filtered out. Using mesoscale tendencies to direeSCM results in consistent flow fields compamthe WRF simulation,

even though the more simplified physics of the ABL.

By sensitivity analysis on the mesoscale tendendigs shown that the main driver of the ABL isetiime and height
dependent horizontal pressure gradient. Advectgwmd come with high uncertainties and hour-to-hibiery can lead to

large errors. Nevertheless, their impact in terfr@a's aggregated errors is positive.

10 The k-¢ model of Sogachev et al. (2012) presents betteformeance than the lower-order turbulence closuers.
Considering surface boundary conditions for theeptidl temperature equation, prescribing the serf@mperature by
indirectly introducing the WRF 2-m temperature wMOST is more adequate than using the skin temperair the

observed 2-m temperature.

Instead of adjusting at mesoscale, correctionsrareduced at microscale through observationalifgrafudging, to make
15 use of the routine measurements collected in winergy campaigns. Mast-based and lidar-based prafée-ups are
compared to show the added value of measuringeatt@r heights than the hub-height, main advantédidar systems.

Sensitivity to the nudging time-scale is large,ciaiy to compensate errors introduced by the nesesadvection forcing.

The GABLS cases show the complexity of interpretimesoscale forcing. While the pressure gradiemefes dominated by
large scales and will be reasonably well capturedhe reanalysis data, advection tendencies depenthe physical

20 parameterizations of the mesoscale model. Bads @040) presented an alternative case basedeoartbemble averaging
of nine diurnal cycles that meet the GABLS3 setettiriteria. This composite case, like the prese@ABLS3 case, is
entirely based on forcing from a mesoscale modwl,facilitates the assessment of the main featfréi®e diurnal cycle by
cancelling out the mesoscale disturbances of tiwidual days. As a result, the composite case shgnwat improvement
versus considering any single day separately. Hetheeassessment of mesoscale to microscale métgie® is more

25 appropriate in a climatological than in a deterstigi sense. Otherwise, dynamical corrections liiafile nudging will be
required.
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Table 1: List of simulations and objectives for the ensitivity analysis of single-column models.

Turb. Surface B.C% Forcing® Objectives

WRF-YSU YSU Noah ERA Interim Demonstrate
consistency of online

ke T2 (reference) k-& WRFT, WRF tendencies (WRF) vs
asynchronous meso-
micro coupling

9. T2 Sl WRFT, WRF tendencies Evaluate the choice of
turbulent closure with

kl_T2 k-1 WRFT, WRF tendencies realistic forcing

ke T2wt k-e  WRFT, andwé, WRF tendencies Quantify the impact of
the choice of surface

ke Tsk k-& WRF Q, WRF tendencies boundary conditions

ke_T2obs k-¢ Observedr, WRF tendencies on fluxes and Qols

noTadv k-¢ WRFT, without O, tendency Quantify the relative

noTadvUadv k-¢ WRFT, without advection tendencies importance of )

. mesoscale tendencies

noTadvUadv_Sg0 k-¢ WRFT, only surface pressure gradient 5 Qols

UVTnud80 k-& Observedr, U,V: 10-80 m;©: 2-80 m;7,,¢ = 60 min  Assess bias-correction
nudging method using

UVTnud120 k-¢ Observedr, U,V: 10-120 m;®: 2-120 m;7,,4 = 60 min typ|ca| wind energy

UVTnud200 k-¢ Observedr, U,V: 10-200 m;®: 2-200 m;Z,,q = 60 min mast configurations

UVTnud200_taulO k-& Observedr, U,V: 10-200 m;@: 2-200 m; 7,4 = 10 min

UVnud400 k-¢ WRF T, U,V: 40-400 m, g = 60 min Assess bias-correction

nudging method using

UVnud200 k-¢ WRFT, U,V: 40-200 m,7,,,¢ = 60 min typlcal wind energy
UVnud200_tau30 k-g WRF T, U,V: 40-200 mM,Zyg = 30 min lidar configurations
UVnud200_taul0 k-¢ WRFT, U,V: 40-200 m,Ty,g = 10 min

@ Al based on Monin-Obkuhov land surface model
@ All use the same WRF tendencies, adding nudging or modified tendencies as indicated
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Table 2: MAE and normalized MAE with respect to the rderencek-&¢ SCM simulation.

REWS[m s7] S [M ST WDhy [°] a (shear) ¥ (veer)
MAE NMAE MAE NMAE MAE NMAE MAE NMAE MAE NMAE

WRF-YSU 1.37 1.48 11.59 0.13 0.08
ke T2 (reference) 1.42 1.54 12.72 0.14 0.08
9. T2 1.87 1.31 1.85 1.20 1140 0.90 0.19 1.42 0.07 0.95
ki_T2 184 130 181 117 1088 0.86 019 138 0.07 0.90
ke_T2wt 140 099 149 097 1271 100 0.13 096 0.08 1.04
ke Tsk 1.63 1.15 1.91 1.24 16.39 1.29 0.15 1.10 0.10 1.29
ke_T2obs 175 123 177 115 1166 092 0.12 090 0.09 116
noTadv 144 101 130 084 1377 1.08 0.17 127 0.06 0.82
noTadvUadv 1.76 1.24 1.87 1.22 11.78 0.93 0.18 1.31 0.07 0.96
noTadvUadv_Sg0 321 226 320 208 16.17 127 029 217 012 153
ke_T2obs UVTnud80 142 100 136 088 1033 081 0.14 105 0.07 0386
ke T2obs UVTnud120 1.26 0.88 1.17 0.76 11.85 0.93 0.14 1.04 0.09 1.12
ke_T2obs UVTnud200 071 050 076 049 936 074 0.09 068 0.04 0.53
ke_T2obs UVTnud200_taul0 0.16 0.11 0.19 012 380 030 0.05 035 0.02 025
ke_T2_UVnud400 059 042 073 047 1013 080 0.12 086 0.05 0.68
ke_T2_UVnud200 0.66 047 080 052 1049 082 012 0.86 0.05 0.66
ke_T2_UVnud200_tau30 045 031 049 032 721 057 010 073 0.05 0.59
ke_T2_UVnud200_taul0 026 018 034 022 439 035 008 058 005 0.59
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Figure 1: GABLSL1 (a) and GABLS2 (b) time series of dundary-layer height h, and surface-layer friction velocity u., kinematic

heat flux w@,, Obukhov length L, and stability parameter z/Lo,. Comparison between SCM simulations using three tbulent

closures &, k-1 and k-€) and the k- model of Weng and Taylor (2006), SCM simulationsni Svensson et al. (2011), and LES
5 simulations of Beare et al. (2006) and Kumar et 2010).
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Figure 2: GABLS1 quasi-steady vertical profiles of brizontal wind speedS = (U? + V22 potential temperature @, shear stressr
and kinematic heat flux w@. Comparison between SCM simulations using three tbulent closures &I, k-1 and k-g) and the k-
model of Weng and Taylor (2006) and the LES simulatisof Beare et al. (2006).
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Figure 5: GABLS2 time-height contour plots of wind velocity S (top raw), turbulent kinetic energy k (middle) and potential
temperature @ (bottom) for the SCM simulation based orS- (first column), k-1 (second) andk-g (third) turbulence closure after 5
cyclic simulations.
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Figure 6: Roughness map for a 30x30 km area centreat the Cabauw site. Grassland (green) dominates ¢hsurface conditions
with local values of the roughness length of aroun@ cm. For the 60° - 120° sector of interest, theavoscale roughness length is
around 15 cm, characteristic of scattered rough teain (Verkaik and Holtslag, 2007). This value is als found in the default land-

5 use model of WRF, based on the U.S. Geological Seyw (USGS, 2011). Figure reprinted from KNMI's Hydra Project website
(KNMI, 2016).
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Figure 7: Time-height contour plots of the longitudinal wind compment U and momentum budget terms:Uieng = Uagy + Ueor + Upg
+ Uy from the WRF-YSU simulation.
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(bottom) for the WRF simulation (first column), SCM simulation based on WRF mesosda forcing and k-& turbulence closure
without (second) and with (third) velocity nudgingbetween 40 and 200 i and observations (fourth). A reference rotor span40 -

5 200 m) is delimited with the dashed lines.
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Figure 10: Time-height contour plotsof wind velocity S (top raw), wind direction WD (middle) and potential temperature®
(bottom) for four k-£ SCM simulations: with all the forcing terms (first column), without @,4(second), without@,4, U4, and Vg,
(third) and without advection and assumng that the geostrophic wind only varies with timefollowing the surface pressure

5 gradient Sy (fourth).

35



Wind Energ. Sci. Discuss., doi:10.5194/wes-2016-26, 2016 WIND

Manuscript under review for journal Wind Energ. Sci. o~ ENERGY
Published: 19 August 2016 e We \
© Author(s) 2016. CC-BY 3.0 License. uropean scademy el encroy SCIENCE

o [ms™']

0.25 T T T T T
0.15
0.10
0.05
0.00

-0.05

-0.10 : . L . . =+ ERA Interim [

1.0 : 1 . ' =+  WRF-YSU
) —_— ke T2

0.8p ) o | — ke T2wt

0.6 : . ) T — ke_Tsk I

0.4} e N : : — ke_T2obs |

0.2 :

0.0

-0.2

304
302
300 ¢
298
296
294
292
290
288

286
12 15 18 21 00 03 06 09 12

UTC time in hours since 2006-07-01 12:00, L., = 9 km, t,,, = 60 min

wly [Kms 1]

z/Ly [-]

T, [K]
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comparing with the reference SCM (without nudging, ke T2), the WRF simulation, the ERA Interim input data and the



Wind Energ. Sci. Discuss., doi:10.5194/wes-2016-26, 2016 WIND
Manuscript under review for journal Wind Energ. Sci.

~
ENERGY
Published: 19 August 2016 e we \ SCIENCE
(© Author(s) 2016. CC-BY 3.0 License. european academy of wind energy

@, 100" _!2096-87-02 0!0.09.09 ., ' ) ool = %006;97:0? 06:00:00
: e e obs : refll @ © obs
+ ERA Interim 1 f' = - ERA Interim
WRF-YSU O -+ WRF-YSU
ke T2 : — ke_T2
: : UVTnud200 1 —  UVTnud200
UVTnud200_taul0 . 750 | v | — uvTnud200_tauto ...t A L
: : UVnud200 L —  UVnud200 q
UVNud200_taul0 Y — UVnud200_taul0 &
H —
]

z[m]

T S
& -==

250

L 1 1 L = L L L
0 2 4 6 8 10 12 14 60 80 100 120 140 160 180 0 2 4 6 8 10 60 80 100 120 140 160 180
Sms'] wD [°] S[ms ] WD [°]

Figure 13: Vertical profiles of horizontal wind speed S and wind direction WD at 2006-07-02 00:00:00 (a) and 06:00:00 (b) using
different nudging strategies as per Table 1 and congwed with the reference SCM (without nudging ke _T2), the WRF simulation,
the ERA Interim input data and the observations.
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