Final author response

Bjarke Tobias Olsen, Andrea N. Hahmann, Anna Maria Sempreviva,
Jake Badger, Hans E. Jgrgensen

The comments from the reviewers highlighted important issues that we have
adressed. We have made a number of changes to the manuscript. The main
change is to section 3. We have removed section 3.4, and replaced it with a new
section that go into details with the performance of the models related to three
specific model options: the PBL scheme, the grid spacing, and the simulation
time. We have also divided section 3 into just three subsections: 3.1 "Mean
quantities and distributions”, 3.2 ”Relating performance to model setup”, and
3.3 "Wind energy application”.

We have omitted the dataless sites from the paper, since all three reviewers
made this suggestion.

NB! Due to the many changes made, and because some sections have
been moved around, the mark-up of changes is not accurate in some
areas, especially in the last half of the paper.

List of changes

Sections removed: 3.4, 3.4.1
Figures removed: 4, 10, 11, 12
Tables removed: A2, A3

New figure: (fig 6) A figure with two subplots: one that shows the distri-
butions of modelled and observed mean wind speed for each month of the year
at the three sites, and one that shows the corresponding distributions of Mean
Absolute Error (MAE) for wind speed, for the models, for each month of the
year, at the three sites.

New figure: (fig 7) Figure that shows the distributions of MAE for wind
speed, for the models, for five classes of atmospheric stabilities.

New figure: (fig 11) Figure that shows the Root Mean Squared Error (RMSE)
for the shear exponent vs the normalized RMSE (NRMSE) for wind speed for
the modes at the three sites. This is used in the new section ”Relating perfor-
mance to model setup”.

Three new tables: (table A5, A6, and A7) Aggregate statistics (mean,
median, std, min, max) of RMSE for the shear exponent, and NRMSE for wind
speed, grouped according to PBL scheme used, the grid spacing, and the sim-
ulation time. This is used in the new section ”Relating performance to model
setup”.



Other changes

1. The introduction has been shortened and improved, as per reviewer com-
ments.

2. The language has been improved and typos removed, as per reviewer com-
ments.

3. Dataless sites has been omitted.

4. Added results and discussion of the ability of the models to capture the
annual cycle.

5. Added new results and discussion of the model errors in different atmo-
spheric stability regimes.

6. Combined section 2.2 and 2.3.

7. Shortened, improved, and combined section 4 and 5, as per reviewer com-
ments.

Comments to reviewers

Reviewer comments in bold text. Author comments in plain text.

Comments to anonymous reviewer #1

The manuscript provides a valuable comparison of NWP models against
wind observations from tall towers. The article is well written and it
should deserve publication.

Thank you for the feedback.

One aspect that the authors should consider is the inclusion of data-
less sites. The comparisons at these sites do not provide much infor-
mation and could be removed from the manuscript.

Your comment, and that of the other reviewers, suggests that the comparisons
at the dataless sites add more noise than value to the manuscript. We agree
with your suggestion and propose to remove them from the future manuscript.

A more important aspect is the relative little attention that the au-
thors pay to the effects of atmospheric stability. According to Table
A3 Ri and L are provided by the different teams so there is not a
clear reason for not analyzing in more detail the important effects of
atmospheric stratification. The behavior of the models could be very
different under stable/unstable situations.

We agree, and have further analyzed the data with respect to stability. We
propose to add a new section on this topic to the manuscript.

Another relevant aspect for wind energy is how well the models rep-
resent the annual evolution and the diurnal cycle. More specific com-
ments are provided below.



With respect to the annual cycle we agree, and propose to add a section about
that. Regarding the diurnal cycle, the effects related to changes in the atmo-
spheric stratification, which occurs during the diurnal cycle, are represented well
by the new results related to stratification. We propose to add a statement in
the new manucscript about this, without adding additional figures.

SPECIFIC COMMENTS

1. Page 1, Line 10. Clarify what is ”average wind speed distribu-
tion”.
We agree that clarification is needed, and propose to reprase the abstract.
To be clear, what we ment was the mean of all the modelled wind speed
distributions.

2. Page 2, Line 13. Can you quantify instead of saying ”does a
much better job”?
We suggest changing it to ”"provides a better representation”

3. Page 2, line 15-16. The open statement of the paragraph says
”many different climates and terrains” but all the examples are
for northern Europe. It is better to change the opening sentence
or enlarge the number of examples.

We propose to rephrase the opening sentence.

4. Page 2, line 32. Clarify what do you mean by ”the observed
mean wind speed”. Do you mean simulated wind speed?
Yes, we agree that this should be corrected.

5. Page 3, line 8. An important conclusion of Gomez-Navarro et
al. is to account for the effects of unresolved topography in the
WRF model.

We agree that this should be clarified.

6. Page 3, lines 32-34. Clarify what do you mean by ”little knowl-

edge has been derived from assessing the operational NWP mod-
els run by the community”.
We agree that it needs clarification, and propose to rephrase the opening
of the paragraph to: ”Community-driven model intercomparison projects
provide an opportunity to study both model uncertainties, and sensitivi-
ties to model components.”

7. Page 7, line 30. What is the distribution of the vertical levels
near the surface?
Approximately 10, 34, 69, 118, 187 and 275 m. we agree that detail should
be added to the manuscript.

8. Page 8, line 20. Why do you want to remove outliers? In the
case of observations you may question the validity of the data
but in the case of the simulations you do not question this so
you should not remove them.

We would like to present the general performance of the models with aggre-
gated statistics. We chose the intermodel mean and standard deviation for



this. In some cases, the output from one or two model(s) is very different
from the other models (> 3.5 intermodel standard deviations away from
the intermodel mean), which would heavily skew the intermodel mean and
standard deviation if included. Since it is so few models we are talking
about, we decied to leave them out of the aggregate. The models that
are left out are still shown, and the methods we use to calculate the in-
termodel mean and standard deviation are clearly defined, which makes
it completely transparent for the reader.

9. Page 11, line 7. Jimenez et al. (2016) compared 10 years of
observations and WRF simulations at Cabauw. They already
pointed out the reduction of the bias with height at this site.
You should probably mention this previous work to construct
on its findings.

Thank you for mentioning this paper, we agree that a reference in the
manuscript is appropriate.

10. Page 16, line 2. Do you think the temporal interpolation is also
responsible for the poor results?

That is an excellent point. The poor results are, as you say, to a large
degree a result of the vertical and temporal interpolation. This should be
stressed in the new version of the manuscript.

11. Fig. 10: Is it correct that some models have a bias of about
20 m/s at Cabauw? That’s a very large bias, something looks
wrong with that model(s).

Thank you for catching this. The unit was wrong, and should have been %
not m/s. However, we suggest removing this section from the manuscript,
as per the reviewer responses.

12. Page 21, line 1. Two consecutive ”used”.

Thank you.

13. Page 22, line 7. Tow consecutive ”submitted”.
Thank you.

14. Table A.5. The fifth row should be the third one according to
the horizontal grid spacing.
Thanks. Fixed.

References:

Jimenez, PA, J Vila-Guerau de Arellano, J. Dudhia, F. Bosveld, 2016: Role
of synopticand meso-scales on the evolution of the boundary-layer wind profile
over a coastal region: the near-coast diurnal acceleration. Meteorol. Atmos.
Phys., 128, 39-56.



Comments to anonymous reviewer #2

The manuscript provides a comparison of 25 atmospheric forecasts
with mast observations for three different locations with a focus on
wind energy related parameters. While the undertaking itself is very
important for the wind energy community given the collected data
especially from multiple commercial sources. In my opinion, however,
there are several issues that need to be addressed before publication.

In general, the language of the manuscript needs some improvement.
I gave several corrections in my detailed comments but I suggest a
native speaker or a professional editing service to correct all of the
numerous (small) errors. Further, I recommend to use present tense
instead of past tense for most of the manuscript.

Thank you. We are reviewing the paper accordingly.

The section ”Introduction” is too long and needs to be much more
concise. Often, the authors do not only cite the essence of a refer-
enced paper, but also provide additional detail about it which does
not add value to the actual message. An example for this can be
found on page 2 line 28ff: The authors cite Hahmann et al. (2014b)
with an explanation on what was done in the study before adding
the sentence ” A year long wind climatology simulation was used as
the test variable”. This information is too detailed and can easily be
omitted without lessening the message itself. Further, the introduc-
tion contains a lot of abbreviations. Some of these are even not used
later in the manuscript, e.g. LCOE.

We agree with both points made, and propose to improve the text in both re-
spects.

The use of the three comparison sites without measurements seems
to be unneces- sary. First, I would disagree that the data-less sites
resemble the mast sites from a climatological perspective (e.g., wind
climatology). Second, at horizontal resolutions down to 1km, compa-
rable sites with a focus on near-surface PBL will be very hard to find.
Third, the authors themselves do not provide much detail about the
comparison. I suggest to omit this part of the comparison.

Agreed. We propose to remove this from the revised manuscript.

Most of my concerns with the manuscript are with the section ”Indi-
vidual model performance” which provides the results for the major
objective of model intercomparison: The authors show that the mod-
els differ, but they fail to show why. In my opinion, in a comparison
study of model simulations, the attribution of differences among the
data sets with respect to the representation of the simulated parame-
ters to the characteristics of the simulation systems is most important.
While the authors list multiple such characteristics as potentially cru-
cial to the quality of the simulations, e.g., model, physical process
schemes, they fail to show a dependence of the single model results
to these characteristics with the exception of showing the dependence



of wind speed error to grid spacing in a very simplistic way. I think
the reader as well as the quality of the manuscript would profit from
more details, e.g., how do longer forecast lead times or smaller grid
spacing reflect on the performance of the models presented in a plot
similar to Figure 3.

We tend to agree, and suggest a revision of the section. We propose to remove
much of the old content, and to add new results to the revised manuscript that
provide an analysis of the model results related to three specific model options:
PBL scheme, grid spacing, and simulation time.

I suggest to merge sections 4 and 5 into a ”Conclusions”-Section
which can contain a summary.
We agree with this.

Detailed comments:
Thank you for catching all these!

1. Page 2 Line 4: ”... as ensemble members ...”

Thanks!

2. Page 3 Line 9: ”... sensitivities of the WRF”
Thanks!

3. Page 3 Line 23: ”... assessment exist.”
Thanks!

4. Page 3 Line 25: ”... near surface winds were ...”
Thanks!

5. Page 3 Line 26: ”... the WRF model was in better ...”
Thanks!

6. Page 3 Line 32: ”... to initial conditions, ...”
Thanks!

7. Page 3 Line 34: What community?
We agree, it should be clarified that it is the wind energy community.

8. Page 4 Line 8: ”for a number of reasons: ...”

Thanks!

9. Page 4 Line 10: ”... who rely ...”
Thanks!

10. Page 4 Line 17: ”... of the simplest terrains ...”
Thanks!

11. Page 6 Line 4f: Can the authors provide a reference for this
approach. Why not use the data at 50 and 70 meters?
Comparison of the (single anemometer) measurements at 40 and 60 meters
to the extrapolated/interpolated measurements indicated that the errors
due to flow distortion were much larger than the errors from extrapola-
tion/interpolation. Pefia et al. (2016) and Fabre et al. (2014) show that
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the impact from flow distortion due to the mast can be large. Pena et
al. shows a discrepency of more than 10% between two anemometors at
the same height, in the case where one is located upstream and one is
downstream from the mast, at Hgvsgre.

Page 7 Line 16: Nudging is an assimilation method.
We agree, it is redundant.

Page 8 Line 2: ”This study is ...”

Thanks!

Page 8 Line 22: Tilde is shifted

Thanks!

Page 9 Line 5: ”... between two levels ...”

Thanks!

Page 9 Line 12: ”... the model output data were ...”

Thanks!

Page 10 Line 7: The variance is given in % but there is no ref-

erence to what the numbers refer.
Thanks, we should clarify that it is % deviation (relative to the observa-
tion).

Page 11 Line 2: ”... and the intermodel variance is ...”
Thanks!
Page 11 Line 9: ”... mesoscale datasets and ERA-Interim show

a significant ...”

Thanks!

Page 11 Line 11: ”... varies between ...”

Thanks!

Page 11 Line 13: ”... clear that the correlation ...”
Thanks!

Page 11 Line 16: ”by at”?

Thanks!

Page 12 Line 6: ”... instead shows an ...”

Thanks!

Page 13 Line 2: ”... dataset does not ...”

Thanks!

Page 13 Line 3: ”... and tends to ...”

Thanks!

Page 14 Line 9: ”... dataset captures the ..., but shows a ...”
Thanks!

Page 14 Line 14: ”... dataset, however, does not ...”
Thanks!
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Page 14 Line 18: ”... roughness varies a lot ...”

Thanks!

Page 16 Line 6: ”... Fig. 5), two of the sites are investigated.”
Thanks!

Page 16 Line 7: ”... with a strong dependency of surface rough-
ness on the wind direction.”

Thanks!

Page 16 Line 8: ”... variation were/are binned ...”

Thanks!

Page 18 Line 1: ”The hypothesis of this study is that ...”
Thanks!

Page 18 Line 3: ”... factors are expected to ...”
Thanks!
Page 18 Line 4: Please provide more detail: What is meant by

”source of orography”?
Elevation data set. We agree, it should be clarified.

Page 18 Line 7: I would expect that the model itself, initial
boundary layer conditions and simulation time aka forecast lead
time have a large impact on the model estimates. I wonder why
the authors hypothesise that the impact of these factors will be
of a lesser degree.

Initial results did not show any significant impact of these factors. How-
ever, we suggest adding new results to the paper, which looks at the model
performances related to the PBL scheme, grid spacing, and simulation
time.

Page 18 Line 10: ”... significant correlations were ...”
Thanks!
Page 18 Line 18ff: When calculating correlations for wind speed

over such distances (up to 500km), large correlation coefficients
are to be expected given the data set used. A better approach
would be to filter-out low frequency (e.g. days, weeks, months)
variations in the time series in order to retrieve the intra-day
wind speed variations. Then these can be used in an analysis to
remove the obvious correlations between the mast sites.

We would like to omit this part of the manuscript completely. We do not
believe that it adds enough value to the study. We propose revising this
part of the paper.

Page 20 Line ”: ”... by an underestimation ...”

Thanks!

Page 21 Line 1: ”... schemes used in ...”

Thanks!
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Page 21 Line 11: ... largest biases are/were observed ...”
Thanks!

Page 21 Line 23: ”... to accurately estimate ...”

Thanks!

Figures 3 to 9: Why is the MM variance plotted when every
single MMi is shown in the diagram?

It can be tricky to estimate the spread of 20+ lines that are near eachother,
and the standard deviation adds a simple metric to show the spread, while
not hiding the lines for each model.

Figure 10: The dashed diagonal is misleading as it suggests that
there is meaning to itwhich is not as far as I understand (Model
resolution in km against wind speed bias in m/s). Please correct
me if I am wrong.

We suggest omitting the figure completely, as it does not add enough value
to the study. However, we propose to revise this part of the study, and
add new results that goes into details about the impact of the grid spacing
in the modeling results.

References:

Pena, Alfredo et al. "Ten Years of Boundary-Layer and Wind-Power Me-
teorology at Hgvsgre, Denmark”, Boundary-Layer Meteorol (2016) 158: 1.
doi:10.1007/s10546-015-0079-8

Fabre, Sylvie, et al. "Measurement and simulation of the flow field around the
FINO 3 triangular lattice meteorological mast.” Journal of Wind Engineering
and Industrial Aerodynamics 130 (2014): 99-107.



Comments to anonymous reviewer #3

This paper presents an interesting comparison of mesoscale models
at sites with flat orography. While the study is of relevance for the
community, I believe it lacks in some aspects which could be easily
fixed. First of all, the introduction seems too long. It could benefit
of a condensation of some of the informations reported.

We agree with the comment about the length of the introduction. We propose
to shorten and improve it.

Also, one could argue about the need of including the dataless sites
in the comparison, since they don’t add much value to the study. I
would consider of removing them.

We agree, and so did the other reviewers. We propose to entirely omit the data-
less sites from the paper.

As the authors state in the conclusions, ”While it was a key objective
of this study to determine the model setup choices that have a large
impact on the models ability to estimate the wind climate accurately
in the lowest part of the PBL, only weak indications were found.”. I
suggest putting more emphasis in trying to describe the differences
and advantages/disadvantages of using different model configurations.
We tend to agree, and suggest a revision of the section, leaving out much of the
old content, and adding new results that go into more detail with three specific
model options: PBL scheme, grid spacing, and simulation time.

Typos:
Thanks alot for finding these.

1. -page 1 line 3: replace ”a” with ”an”
Thanks!

2. -page 1 line 15: unnecessary ”-”

Thanks!

3. -page 2 line 27: replace ”Meller” with ”Mellor”
Thanks!

4. -page 3 line 11: replace ”spacial” with ”spatial”
Thanks!

5. -page 4 line 28: replace ”is shown” with ”as shown”

Thanks!

6. -page 6 line 1: replace ”Cabuaw” with ”Cabauw”
Thanks!

7. -page 13 line 24: replace ”srpead” with ”spread”
Thanks!

8. -page 16 line 6: ”exists” is repeated
Thanks!

10



10.

-page 16 line 7: replace ”represeting” with ”representing”
Thanks!

-page 21 line 16: replace ”used assess” with ”used to assess”
Thanks!

11
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Abstract. An-intereomparison-of model results from25-different

Understanding uncertainties in wind resource assessment associated with the use of the output from Numerical Weather
Prediction (NWP) models is pres . siximportant for wind energy applications. A better understanding
of the sources of error reduces risk and lowers costs. Here, an intercomparison of the output from 25 NWP models is presented
for three sites in Northern Europe characterized by simple terrain. The meéekfe%&}ﬁ—aﬂdﬂﬂefaﬂed—de%eﬂpﬁe&ef—eaehmede}

meodeHntereomparison-was-models are evaluated using a number of statistical properties relevant to wind energy and verified
with observations

. On average the models have small

Woffshore and aloft (2—4%—me&n—wqﬂd—%peed—bia%—abeve49mefef%<4%) and gfea&eﬁeﬁeﬂ—&nd—mefe*pfeaé

e-over land (>7%). A
similar pattern is detected for the inter-model spread. Strongly stable and strongly unstable atmospheric stability conditions are

associated with larger wind speed errors. Strong indications are found that using a grid spacing larger than 3 km decreases the
accuracy of the models, but i : L . .

practice’ne-significant-indieator-wasfeund—we found no evidence that using a grid spacing smaller than 3 km is necessar
for these simple sites. Applying the models to a simple wind energy offshore wind farm highlights the importance of capturin
the correct distributions of wind speed and direction.

1 Introduction

Numerical Weather Prediction (NWP) models are increasingly being used for-wind-energy-related-applications; rangingfrom
in wind energy applications, e.g. wind power resource mapping and site assessment, developmentand-planning-of-for planning
and developing wind farms, to-pewer-forecasting;-maintenance-power forecasting, for electricity scheduling, maintenance of
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wind farms, and energy trading on the-electricity markets. ForIn site assessment, NWP models are commonly part of the model
chain used for-estimation-of-to estimate the Annual Energy Production (AEP) %WWWa large part of
the uncertainty in i i i aintie he h he

The extensive use of these NWP models, and the f

for-each-sub-compenentvast customization-space of each model, means that a strong demand exists for quantification of a) the
sensitivity-overall model uncertainties, and b) the sensitivity of the uncertainties to the choice of sub-components and parame-

. Understanding the sensitivities and uncertainties
of NWPmede}%eafrhe}p—}eweﬁfh&the NWP model output can reduce their associated risks, and improve decision makmg,

. Model users aware of the sensitivity of individual model components enables-eptimization-of-will be able to optimize the

model setup for specific applications.

In the following, the NWP models in-the-study—will-sometimes-will be referred to as “mesoseale™"mesoscale” models,
signifying that they partly resolve weather-atmospheric phenomena in the mesoscale range, defined as_the range of horizontal
length scales from about one kemeterup-to several hundreds of kilometers ++e—(Orlanski, 1975).

A common way to assess NWP model uncertainties is to use an ensemble approach, where a number of parallel model
runs, referred to as a-ensemble members, are run with slightly perturbed initial conditions fer-each-ensemble-member;—see
e-g—Warner(2004)-for-details(Warner, 2004). The magnitude of the perturbations are-is_typically limited by the uncertainty
associated with the particular perturbed variable, in the hepe-expectation that the ensemble of solutions will cover the solution-
space arising from the uncertainties of the input parameters. Ensemble-based techniques are used for many meteorological

apphcatlon including: precipitation forecasting (Gebhardt et al., 2011; Bowler et al., 2006), wind power generationforecasting

However, one would not expect that the ensembles of ene-any particular modeling system fully represent the uncertainties of an-
other modeling system. This was shewn-also demonstrated in the DEMETER project (Development of a European Multimodet
multi-model Ensemble for seasonal to inTERannual climate prediction) (Palmer et al., 2004), which-also-demonstrated-that-a
multimodel-ensemble-approachwhere a multi-model ensemble approach, consisting of a number of different modeling systems,
each split into a number of ensembles, does-a-much-betterjob-atrepresentingprovided a better representation of the overall

uncertainties than any single model ensemble.

sMesoscale model uncertainties in wind speed near the
round are particularly sensitive to some model components, e.g. the choice of Planetary Boundary Layer (PBL) scheme, the
in up and simulation time, and the grid spacing. In the last couple of decades these sensitivities have been studied in great

e-. Vincent and Hahmann (2015)
Draxl et al. (2014), and Hahmann et al. (2014) studied the sensitivities of the Weather Research and Forecasting (WRF) model

offshore and coastal areas in Northern Europe. Vincent and Hahmann (2015) studied the effect of grid nudging, spin-up time,
and simulation time, on near-surface and upper PBL wind speed variancefer-the-modelin-the North-Sea-and-the Baltie-Sea-

roduction forecasting (Constantinescu et al., 2011).

s—(Skamarock et al., 2008b) in
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e-. They showed that: 1) spatial smoothing is observed when nudging

is used, ﬁhﬁHﬁﬁ&tmp%&Wg&ln the lower part of the atmosphere, and itisconcluded-thatthe setaps-using
an2) nudged longer simulation times
11 days) only have slightly lower variance than short simulations (36 hours), which makes longer simulations appropriate
for cimatologieal wind chere st Drax . 2014) tuiedshe sy ofthe WRF model s ouster s Dermer
B to represent the wind speed
s-profiles at a Coastal site
in Denmark using seven different PBL schemes. They showed that the Yonsei University (YSU) (Hong et al., 2006) PBE

scheme-represented-the-wind-elimate-scheme represents the profiles best for unstable atmospheric stability conditions, while
the Asymmetric Convective Model version 2 (ACM?2) (Pleim, 2007b), and the Meller—Yamada-Janjie-Mellor- Yamada-Janjic

(MY]J) (Janji¢, 1994) PBL schemes worked-better-had more realistic profiles for neutral and stable conditions respectlvely T
Hahmaﬂ&e%al—@@}%vvsvlgg}heWRFmodel‘ ttivi i

stady—for wind resource assessment, Hahmann et al. (2014) showed that the choice of PBL scheme and spin-up-time-had-the
strongestspin up time has the greatest impact on the observed simulated mean wind speed for a number of offshore sites, while

the othercomponents-played-atesserrolenumber of vertical levels, and the source of initial conditions had a smaller impact.
The-Several studies have investigated the WRF model sensitivities have-alse-been-—stadied-in regions of complex terrain.

Carvalho et al. (2012) studied the sensitivities related to the choice of restart-initialization frequency, grid nudging, and suite of
Surface Layer (SL) scheme, PBL scheme, and Land Surface Model. They observe that using grid nudging and frequent restarts

fevery-2-daysstarts (every second day) gives the best agreement for wind speed with several masts located in complex terrain

and-that-in Portugal. Carvalho et al. (2012) and Garcia-Diez et al. (2013) found a seasonal dependency of the 0pt1mal suite
of SL-PBL-LSM exi

for simulating PBL winds

and temperature. Carvalho et al. (2014b) investigated the sensitivities related to the SL and PBL scheme is—alse—studied-by
ws-in WRE model at both land and

offshore sites in and near Portugal. They showed that the PX SL scheme (Pleim, 2006) and-combined with the ACM2 PBL
scheme (Pleim, 2007b) gave the smallest errors for wind energyrelated-metries—However,for-offshore-onlysitesthe-smallest
errers-were-given-by-the-modelusing-speed, and wind energy production estimates, across the sites, while the QNSE-QNSE

PBLscheme-and-Skscheme(Sukoriansky-et-al2005)—A-similarstudy-by-(SL-PBL) scheme (Sukoriansky et al., 2005) gave
smaller errors for offshore sites. In a similar study Gémez-Navarro et al. (2015) analysed the sensitivities of the WRF model
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to the choice of PBL scheme, gﬁéﬁp&&ﬁgﬂﬂekseﬁlﬁzmwmgin complex terrain in Switzerland. The-evaluation

using They found that using a modified version of the YSU PBL scheme, the-highestspaciat-resotution that account for effects
of unresolved topography (Jiménez and Dudhia, 2012). in combination with the smallest grid spacing (2 km), and Analysis
Nudging, gave the best agreements with measurements during a number of wind storms. Carvalho et al. (2014a) studied the
sensitivities of simulating the local wind resource with the WRF model at several masts in Portugal, to the choice of dataset
data set used for initial and boundary conditions;-and-showed-, They show that using the EEMWE(European—Centerfor
Medfufﬂ-faﬂge—\f\leaﬂaeﬁefee&st—}ERA -Interim reanalysis dataset-data set (Simmons et al., 2007) gave the bestagreement-with

e-smallest errors, compared to NCEP (National
Centers for Environmental Prediction) R2 (Kanamitsu et al., 2002), CFSR (Saha et al., 2010), FNL, and GFS datasetsdata sets,

as well as the NASA (National National-Aeronautics and Space Administration) MERRA dataset{(Rieneckeret-als2041H)-
Seh&eke%e%al—(%@%é}ﬁﬁdiedﬂae{empefamf&seﬂﬂfm&e&data set (Rienecker et al., 2011).

Sensitivities to the choice of lan

Horvath et al. (2012) compared the MMS5 (Grell et al., 1994) and WRF models were—compared—for a site in west-central

Nevada characterized by complex terrain. Both models were run in a grid nesting setup from 27 kilometers to 333 meters

grid spacing, and the near-surface-wind-were-near surface wind was compared to wind observations from several 50-meter
50-meter tall towers. The study showed that WRF-medel-gave-the WRF-derived winds were in better agreement with mean
wind speed observations, but itsuffered-from-an-overestimation-of-thermally-driven flows were overestimated in both intensity
and frequencyef-thermally-drivenflow—In-Hahmann-et-al(2615)-. Hahmann et al. (2015) compared two downscaling method-
ologies: the KAMM-WASsP (Badger et al., 2014) and WRF Wind Atlas %@Wm both based on a
eeupling-model chain approach between a NWP model and a simple

intereompared-linearized flow microscale model, for a number of mast sites in South Africa. The study showed that the WRF-
based method gave smaller biases than the KAMM-based approach, which were-shewn-te-underestimated the wind speeds.

model intercomparison projects provide an opportunity to study both model uncertainties, and sensitivities to model components.

In the last decade, several intercomparison studies-have-beensuceesfully-carried-outfor-other-types-of-medels-projects have
been successfully carried out based on model output submitted by modelers from the wind energy community;-ineluding-the

Boland-experiment-and-the-CREYAP-exereise. The Bolund experiment (Bechmann et al., 2011) was an intercomparison of

-applicatio
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flow models, from simple linearized flow models to Computational Fluid Dynamics (CFD) models. The medelers-were-asked
MMW&WW around the small island ef-Bolund in Denmark;-and-the-medel

. The Comparison of Re-
source and Energy Yield Assessment Procedures W&%ﬁ%@%}m&m&@)ﬁas
an intercomparison stady-of energy yield assessment procedures based on four case-studies. The study revealed a large spread
among-a W()Arg\smthe different procedures and hrghhghted the need for further studies into the uncertainties associated with the
i themselves. A similar intercomparison
of NWP models is attractive for a number of reasons;-inetading=—H-tt. First, it offers an opportunity snetjust-for model
developers, model users, and stake-holders, to get a better understanding of the model uncertainties;-but-alsefor-users-and

A A A A A A A A A A A IA N A A AN AR ATAANAANAI AN

models -

stake-hoelders—in—. Secondly, a collaborative intercomparison project, which utilizes model data crowd sourced from the wind

hittle-effort, increases the scalability of the study compared to traditional studies—3)-Depending-on-the-level-of-sensitivity
studies, by distributing the workload and computational cost among participants. Finally, if sufficient meta-data is collected, it

offers a unique insight into w

apphieationsthe "common-practices” in mesoscale modeling within the wind energy community.
In the-presentstuey-this paper, a blind intercomparison of the output from 25 different NWP meodels-simulations is presented
for six-simple-sitesinnorthern Eurepe—Jtis-three locations in Northern Europe. The study is based on model output submitted

by the modeling community to an open call for model data for a benchmarking exercise co-organized by the European Wind
Energy Association (EWEA, now WindEurope) and the European Energy Research Alliance, Joint Programme Wind Energy

(EERA JP WIND)

The three chosen sites represent some of the simplest te

Wmmmnw%w terrain, where the subgrrd—sea%e«pafamefeﬂzaﬂens—ef

for-verification-of-the-model-results—The-two-main-aims-of-the-smoothing of the terrain representation is not an issue. The
three sites have quality observations from tall meteorological masts with many heights. The main objectives of this study are:
1) To highlight and quantify the uncertainties of the models ;-and-to-and serve as motivation and-indieator-for future analysis
of model uncertainties. 2) To identify model setup decisions that have an impact on the model performance. The models are
intereompared-evaluated using simple metrics relevant for-to wind energy applications.

The structure of the paper is as follows:—, In sect. 2 we present a detailed description of the methodology usedin-this-—stuey
is-presented, including a description of the six-three study sites and the models used by the participants. fn-seetSect. 3 presents
is-given , and finally in-seet—5-the-sect. 4 contains

the intercomparison resultse

the summary and conclusions of the studyare-presented.
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2 Methodology

2.1 MastsitesSites and observations

The-sixlocations—chosenfor-the-intercomparison-are-labeled-Three sites with quality measurements from tall meteorological
masts with different terrain characteristics were chosen for this study: (1) FINO3, Hgvsgre-Cabatw,-and-Datalesst-3;-is-an

offshore mast in the North Sea, (2) Hgvsgre, a land mast near the Danish west coast, and (3) Cabauw, a land mast in the
Wmnmstbcamfgmshown in Fig. 1, and the lee&&efraﬁdﬁp&eﬂh&sﬁe%afeﬂmw&m%b}ewhfe&ef

coordinates and characteristics of each site are provided in Table Al. Long-term measurements are available from each of
the masts, but a single year (ZOllleas selected as the ease-sfudydue«&efe*eeﬂeﬂtﬂvaﬂabﬂ&yuef—ebeew&ﬁeﬂs#hﬁfhfee

pattern-of-intermodel-varianee-exists-between-similar-sitesstudy period due to its excellent data availability.

Figure 1. Fhe-six-Map of Northern Europe with the three site locations used in the model intercomparison: (1) FINO3, in the North Sea. (2)
Hgvsgre, Denmark. (3) Cabauw, The Netherlands.

The-FINO3 site-(Fabre et al., 2014) is a ptatferm-marine platform located in the North Sea 80 kilometers off the coast of

Denmark, with a meteorological mast sreaching-an-elevation-of reaching 120 meters-m above mean sea level (AMSL). We used
measurements at 40, 60 and 90 m AMSL in this study. The Hgvsgre (Pefia et al., 2014) is-a-mastloecated-approximately-mast is
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located about 2 kilemetersfrom-km east of the coastline in western Jutland, Denmark. Apart from the sharp reughness-change

represented-by-the-eoasthnesurface roughness change at the coastline, and the presence of a small ensearpment-the-terrain
ean-be-characterized-as-coastal escarpment, the surrounding terrain is homogeneous and flat. We used measurements at 10,

40, 60, 80, 100 m at this site. The Cabauw mast (Ulden and Wieringa, 1996) is located inland+40 kilometers-to-the-coast)

ANRAANARAAIRAAAAAAANAANAAANAS A

km inland near the small towns of Cabauw and Lopik in the Netherlands. The surroundings are flat and characterized by

measurements at 10, 20, 40, 80, 140, and 200 m.

(a) FINO3

Height (m)

Height (m)

Height (m)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month

Figure 2. Availability of wind speed and direction data-observations for (a) FINO3, (b) Hpvsgre, and (c) Cabauw given as a-the fraction of
completeness for each month of the year 2011 for each eemparison-height.

The-wind-speed-data-availability-Figure 2 shows availability of wind speed observations for 2011 at the three meteorological

At Cabauw, the data was gap-filled by simple interpolation as the missing values were few (less than 2% missing data forany
i i Habili Z i er month) and the gaps short. The time
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At FINO3, the wind speed measurements at three of the mea%ufemeﬂ{»hetghﬂ‘lggggtvsWSO 70, and-90 meters;-eomesfrom

-a-m, are a combination of the measurements from three anemometers

in-this-studyapart, This procedure minimizes the effects of the mast flow distortion. At the other two heights, 40 and 60 meters;
had-onty-one-cup-anemometor-avaitable;so-m, only one anemometer is available, and the wind measurements are therefore
susceptible to flow distortion. Thus, instead of using the single-anemometor-single-anemometer data from 40 and 60 meters;
the-m, the measurements from 50 and 70 m%%ww&&%ﬁmm@éwrmmmm

height to 40 and 60 a-m. This

assumes that the errors due to interpolation and extrapolation are much smaller than those caused by mast flow distortion.

2.2 Submission procedure and models

-EWEA issued an open call for
he-and the submission procedure consisted of a template
spreadsheet a Nl\lldv\gvguestlowmdownloadable from the EWEA webpage,—which-included-a—questionnaire—The-spreadsheet
was-filed-with-time-series-website. The participants filled the spreadsheet with the time series of the required variables at each
location and height. The questionnaire contained queries-details about the setup of the modeling system used. The participants
thenreturned the spreadsheet to EWEA, whom passed it on to the authors in an anonymized version.

TFable-2?-shows-the-The requested model variables were hourly wind speed and direction, air temperature, and atmospheric
stability. The questionnaire eontained-questions—detailing-asked about the modeling setup, ineluding-information-about-the

feHewing:i.e. the model code and version, Surface-Layer{Sk)-schemePlanetary Boundary-Layer(PBL)-scheme;-the surface
and planetary boundary layer schemes, the Land Surface Model (LSM), the grid nests size(s) and spacing(s), the vertical levels,

landuse-data-the land use data, the length of the simulation and spin-up time, as well as the source of the initial and boundary
conditions. Fuﬁhe%mere«ﬂwﬁafﬁerpaﬁt&wef&The articipants were also asked to comment on any additional modifications
made to the model, as-w including assimilation, ensemble or other

methods used.

2.3 Models

“Table A3 lists the

various groups participating in the exercise. It includes representatives from private companies, universities, research centres,
and meteorological institutes. The-represented-models—inetuding-Table A4 summarizes the models and the different model

setup options used;-are-shown-in-Table Ad-—
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Ttis-elearfrom-Table-Ad-thatthe-. The WRF model is by far the most commonly used model in the mostused-in-this-study,
with 18 out of 25 groups-using-it—ltis-also-clear-that-the Noah-models (Table A4). The Noah LSM was the most poputarE=SM
common LSM used, and the Era-Interim Reanalysis the most peptitarcommon source of boundary and initial conditions. The
choiee-of PBL-scheme-and-source-of landeover-data_PBL scheme used and the source of land cover data were more varied

amongst the participants.

ased-was-Most models used a maximum simulation length of less than 100 hours, including the spin-up time (most typically

12 hours of-spin-up and 36 hours of total simulation—Hewever-it-did-vary-). The simulation and spin-up length ranged from 1
hour spin-up-and 7 simulation up-to continuously running for the full year.

As-a—seuree-of referenee;For reference, wind time series from the ERA-Interim reanalysis (Dee et al., 2011) was-were

included in the comparisons whenever possible. The ERA-Interim reanalysis dataset-data set is a global dataset-data set based

on extensive assimilation of surface and upper-air observationsto-the- HES—global-medelusing-4b-Var(Courtieret-al1994)-

fPhe—spaﬂaHese}uﬁeﬂ—ef—fheﬁafaseHs—appfeﬂfﬂa{e}y The data is available on a grid spacing of about 80 km in the horizontal
with 60 vertical levels, s

to interpolate to the sites coordinates, and linear interpolation in height-was-used—Fhe-dataset-comes-the vertical. The data set
is available in 6 hour intervalsat-6;-6, 12;-and-18-Coordinated-Universal-Fime(UTC);-so-thus linear interpolation in time was
used to fif the-sampling gapsobtain hourly samples.

2.3 Statistical methods

This study svas-is based on direct comparison between the observations and model output at collocated positions, as well as

intercomparison between-the-outputfrom-the-modelsof the modelled output. The sampling frequency for the study was chosen
to be one hour. For the observation data this means heur-mean-values;—while-hourly mean values; for the mesoscale models

were used. To ensure temporal eoHocation;-missing-observations-were-used-as-a-maskfor-consistency between observations
and modelled output, instances of missing data from the observations were removed from the modeled output. Furthermore,
to get vertically-consistent-consistent vertical profiles, only ebservations-instances where all heights for a particular mast had

available data were used. The model eutputssubmitted-by-the-participants-output submitted were assumed to be quality checked
by the submitter, but it was also checked by the authors for obvious renphysieal-non-physical or inconsistent behavior, and

removednot used in that case.

Inter-model mean and inter-model variations

The emphasis of this study is on the wind speed, u, and wind direction, as they are the most important enes-variables for wind
energy applicationsand-was-emphasized-the-mest. In the following, a subscript m-will-signify-m signifies the temporal mean of
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that-a variable, i.e. u,, is the temporal mean wind speed. This is not to be confused with the mean value of the models;-which

we-denote-model-ensemble, also referred to as the inter-model mean, which is denoted with a tilde;+e—. For example, the mean

of the medel-mean-of temporal-means-model-ensemble for the temporal mean wind speed is denoted ,,, and calculated as:

1 N
=Dt (1)

Here the-index-i is areference-to-a-speeific-model-submissionthe model index, and NN is the total number of models. Likewise,
it is useful to define the-variation—its standard deviation:

Oy

1 N
Fum = | 37 2 (Ui = W)’ )

Here-o-which is the standard deviation ;-in-this-case-of-the-intermodel-of the inter-model variation between the temporal model

means. Since u,, and o, are both sensitive to outliers, se-the-procedure-apphied-in-this—stady-waswe used the followin
procedure:

1. Calculate %, and 7,

2. Remove models where{t—tmis-greaterthan-3-567—whose mean |ty ; — Uy, > 3.55

3. Recalculate 71y, and &,,,, with the new subset of models

s—The value of Qérmﬁdafekde\ﬁaﬂeﬂ&% was chosen
WIMWMKWWMI%E at all heights-was-included-in-the-caleulation-of-the
sthe heights, to ensure a vertically consistent
profile of the mean and its variation. Typically, only one or two models were removed by this criteria.

somewhat arbitrarily to ensure that only s

2.3.1 Coefficient-of-variation

s-Variations in wind speed often scale with the mean
wind speedit;-so-. Thus, to allow for intercomparison of wind speed variation intensity across vertical levels we define the
coefficient of variation, C,, ,was-used. It is defined as the variation-over-the-meanratio of the standard deviation and the mean,
0w /Um, and is a unit-less measure of the relative variation at the sampling time scale. At timescales of seconds it is known
as tarbulent-the turbulence intensity, but in this case, with a sampling frequency of one hour, it represents the intensity of

variations of synoptic- and mesoscale weather phenomena.

10
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2.3.1 Wind-speed-shear-exponent

Wind speed shear exponent

< To diagnose the wind sheer in the boundary layer, we use the wind sheer exponent, a)-given-by-eg—+22)
i i i i i , which uses the wind speed 1« and u

uy
In (uz ) AN

3)

In the surface layer « is strongly influenced by the surface roughness and the atmospheric stability. His-important-that-the
mesoscale-models—eapture-the-distributions-ef- By comparing the modelled to the measured o well;-because-it-is-an-indirect
vit is thus possible gain insights

into how the model captures these effects.

Error metrics

The Root Mean Squared Error (RMSE) and the Normalized RMSE (NRMSE) were used as error metrics to obtain single value
measures of the error across heights at a site. The RMSE and NRMSE are defined as:

1 & 2
_ M _ .0
RMSE= EZ(% —af)", “)
J=1
1 M — 0 :
NRMSE=\|~) | “—5" |, (5)
nj:l L

for a set of n modelled values 2/ and observed values €. The RMSE was used for variables that do not scale with height
in the surface layer, e.g. wind speed shear exponent; the NRMSE was used for variables that do scale with height, e.g. wind
speed.

2.4 Wind energy application

To investigate the errors and-spread-of-the-models—for-simple-applied-associated with the use of each model in wind en-
ergy applications, the-medels-output-were-used-for-a-windresource-assesment-exereisewe performed a simple wind resource

assessment exercise, using both measurements and modelled time series at FINO3.
A typical approach to resource assessment in-the-wind-energy-seetor-is to run a mesoscale model in-the-area—of-interest

for a number of years, followed by a downscaling process where the wind-climate-wind-climate statistics obtained from the

mesoscale model is-are used as input for-to a microscale model (Badger et al., 2014; Hahmann et al., 2015). In simple terrain,

11
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the microscale model usually consists of a simple-flow-medel-similar-to-flow model like the one used by the Wind Applications
and Analysis Program (WAsP). WAsP uses a linearised flow model based on the-prineiples-ef Jackson-and Hunt-(1975);-and
consists-Jackson and Hunt (1975). The procedure in WASsP consists first of an upscalingpreeedure-, where local effects from
variations in orography, surface roughness, and objeetsobstacles, are removed from the wind-elimate-wind-climate statistics.
This is referred to as “generalisation™"generalisation" of the wind climate, and-the-generalized-statisties-are-which makes it
representative for a larger surrounding-area than the site specific wind climate. The size of the-area-thatitrepresents-this area
depends on the complexity of the surface roughness, and orographic variations in that area. The-generatised-wind-climate-can
thenbe-downsealed-to-a-speeifie site of interest by—reversing™To obtain a site-specific wind climate at a new site in this area,
the generalised wind climate is downscaled by "reversing" the generalization process, i.e. putting-back-in-the-site-speeifie-by
introducing the site-specific effects of orography, surface roughness, and ebjeetsobstacles of the new site.

Given a-downseated-wind-elimate-and-a-turbine-speetfie-the wind-climate and the turbine power curve, the expected power
output can then-be-ealeulated-be calculated for any site. Since the participants in this intercomparison did-not-submit-their
were not requested to submit the model-specific orography and roughness maps near each site, it is not possible to go through
the generalization procedure, and subsequent downscaling process at the inland sites. However, for the offshore site FINO3

there are no effects of orography, and 1

in roughness between the models can be assumed to be negligible. Therefore, we can use the raw model output at this site
to estimate the wind resources estimated by each of the models, then-the-downsealing-proecess-ean-be-applied-without-the
generalization—This-was-done-for-the FINO3-site-without the generalisation procedure,

We performed the wind resource exercise at 90 meters;-assuming-m at FINO3, assuming first a single Vestas V80 turbine {s)
at the site, and then repeated for the wind farm of Horns Rev, which is a 80 turbine large-wind farm located near FINO3. Fhis
was-doneusing The resource estimations for the wind farm includes the simple wake parameterizationparametrization present
in the WAsP modelto-study-how-wake-effects-can-alter-theresults, which was used to estimate the power losses.

r-the differences

3 Results

3.1 Mean quantativesquantities and distributions

3.1.1 Mastsites

The following subsection is dedicated to the general performance of the models, and their ability to capture the mean and the
distributions of a number of wind-related quantities. As previously stated, the goal is to highlight the weaknesses of the models

to encourage further analysis of model sensitivities.
From-

3.1.1 Mean wind speed

12
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Figure 3 shows the vertical profiles of mean wind speed (u,)
mesoseale-models(MMat the three sites. At FINO3 (Fig. 3a), most Mesoscale Models (MMs) underpredlct Uy, at the-three
all heights. However, the bias on average is less than 6-
(~2.8%). This is a small number;-especially-compared-to-bias compared to that of the ERA-Interim data, which shows a larger
negative-bias than all ef-the mesoscale models. The intermedeHnter-model variance &,,,, at FINO3 is 2-7—3+%;-deereasing
with-height;-whieh-2.7-3.1% of the inter-model mean, and decreases with height. That is the lowest combined inter-model

variance of any of the six-three sites.

(a) FINO3 (b) Hovsgre (c) Cabauw
——— Obs 200
=== [ra-|
MM,
. - M 140
E e i
% 9 . 100
2 80 80
60 / ﬂ 60
40 4 4 40 40
20
10 10
4 5 6 7 8 9 10 4 5 6 7 8 9 10 4 5 6 7 8 9 10
Wind speed (m/s) Wind speed (m/s) Wind speed (m/s)

Figure 3. Vertical profiles of mean wind speed (u.,) ~for-al-ef2041-at the six-three sites ~for: the observations (black), the ERA-Interim
dataset-data set (green), the Mesoscale Models M M; (red), and the meseeale-meodels-inter-model mean MM (blue line) and intermeodet

At Hgvsgre the-meseseale-models-and-ERA-Interim—(Fig. 3b), the MMs generally have small wind speed biasses-biases
above 10 meters;-showing-a-bias-of-the-mesoseale-medel-mean—-m-that-m. The error of the inter-model mean of the models
is smaller than +0-+6m/s<=++9%+0.16ms " (~ 1.9%), and a-intermeodel-varianceis-3-0—5-2%the inter-model variance
is 3.0-5.2%, decreasing with height, which is low compared to the ethersttesbiases at the other site on land (Fig. 3c). At 10
meters-the-meseseale-models-generally-m, most MMs overpredict the mean wind speedand-the-model-mean-wind-speed-tmy

. The inter-model mean has a positive bias of 8-54m/s(~841%)-0.54ms ! (~ 8.4%). The largest inter-model variance is
also seen at 10 m (7.8%). The ERA-Interim also overpredicts the mean wind speed at 10 meters;with-an-even-m, with a larger

bias than ti,; ' tanee i 7). Above 10 m, ERA-Interim has smaller errors,

but the shape of the profile is not well captured. Signs of a "kink" in both the observed and modelled profiles are present, which

could indicate the transition from the low surface roughness of the sea to the higher surface roughness inland.
At Cabauw (Fig. 3c), most of the meseseate-medets-MMSs overpredict u,,. Only one of the meseseale-and-thereanalysis

datasets;models and the ERA-Interim shows a significant underprediction, and in the case of the reanalysis, this underestima-
tion increases with height. The overprediction by the rest of the meseseale-medels-MMs varies in magnitude, but the average
of the models, excluding the outliers, are-is in the range 4—9%for4-9% across the different heights;-+with-the-, The largest rel-
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ative errors near-the-surface—The-inter-model-are at the lowest levels. The inter-model variance (G, ) at Cabauw vary-between
3-3—81%atvaries between 3.3-8.1% across the different heights, and is highest-largest at the lowest levels. The decrease of

which may be caused by a misrepresentation of the surface roughness length.

3.1.2 Frequency distribution of wind speed

Figure 4 shows that, on average, the MMs capture the wind speed distributions well compared to the observations. The onl

exception is a slight shift towards higher wind speeds at Cabauw, corresponding to the positive bias in mean wind speed

observed in Fig. 3. The ERA-Interim data set captures the distribution well at Hgvsgreand-Cabauvw—AtHgvsgre-and-Cabauw

the-correlation-deerease-with-height—The-correlation-of-, but it has distributions that are shifted towards lower wind speeds at
FINO3 and Cabauw, corresponding to the bias in Fig. 3.

a b c
0.20 (a) FINO3, 90 m 0.20 (b) Havsgre, 80 m 0.20 (c) Cabauw, 80 m
e (Obs
e Era-|
0.15 0.15 0.15
>
o
c
$ 010 0.10
o
<
[V
0.05 0.05
0.00 . 0.00
0 5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25
Wind speed (m/s) Wind speed (m/s) Wind speed (m/s)

Figure 4. Wind speed distributions at the three sites (FINO3 at 90 m, Hgvsgre at 80 m and Cabauw at 80 m), for: the observations (black), the

ERA-Interim data set (green), the Mesoscale Models M M; (red), and the inter-model mean (blue line) and its standard deviation ]\7]\/4 +o

blue shade).

Figure 3 shows that the MMs generally capture the mean wind speed well, this is also true for the wind direction distributions

commonly called "wind roses". The distributions are split into 15° sectors at heights of either 80 or 90 meters. Figure 5 also
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shows that the models are in good agreement. In all three sites the MMs capture the distribution better than the reanalysis datais

similar-to-the-mesoseale-. At all sites, but most markedly at Cabauw, the ERA-Interim distribution is rotated clockwise relative

to the distribution from the observations and MMs. This rotation might result in a different wind farm layout if its power is

optimized according to the wind roses from MMs or the ERA interim.

(@ FINO3, 90 m (b) Havsgre, 80 m (© Cabauw, 80 m

e Obs

2701 90°

180° 180° 180°

Figure 5. Wind direction distributions at the three sites (FINO3 at 90 m, Hgvsgre at 80 m and Cabauw at 80 m), based on 24 sectors, for: the

observations (black), the ERA-Interim data set (green), the Mesoscale Models M M; (red), and the inter-model mean MM (blue line) and

its standard deviation +& (blue shade).

3.1.4 Annual wind speed cycle

Figure 6a shows the monthly distribution of the mean wind speed for the MMs, and the measurements. Apart from a few
models outside the 3x quartile range, most models capture the diurnal cycle well, Interesting, the figure also reveals that both
the overestimation by the models at Cabauw and aloft-at-the underestimation at FINO3, seen in Fig. 3, is evenly distributed
throughout the year. At Hgvsgre, but-shi i i

"v-vvv-“ bvV—a

overestimations are observed.

Figure 6b shows the monthly distribution of the Mean Absolute Error (MAE) for wind speed for the MMs. Summer and
spring are generally associated with larger deviations between the modeled and observed wind speeds. It is well established
that fall and winter weather in Northern Europe is governed by large-scale planetary and synoptic weather phenomena, that is
well captured by mesoscale models. During spring and summer, meso- and thermally induced phenomena (e.g. sea breezes and
convection) have a larger impact on the flow, which is more difficult for the models to correctly capture. The lowest MAE is
observed at FINO3 in February, October and November with most MAE values near 10%. The largest MAE are in November
at Cabauw (values in the range 30-45%). For June and July FINO3 shows_
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Figure 6. (a) Monthly distributions of mean wind speed for the MMs (boxplots) and observations (star), at each location (colors). (b) Monthl

distributions of the models for the Mean Absolute Error (MAE) for wind speed at each location (colors).

3.1.5 Effect of atmospheric stabilit

It is generally acknowledged that non-neutral atmospheric stability conditions pose one of the greatest challenges for MMs.

lied for each model (inverse
Obukhov length or bulk Richardson number) were used to group the hourly samples into five stability classes, shown in Table
A2. Because the models represent atmospheric stability in different ways, the number of samples in each stability group varies

for the different models. However, the number of samples in each group was never below 150 hours (out of 8760 hours), and it
was more than 400 in most cases. The MAE for wind speed is-was calculated for each of groups and for all models. The results

are shown in Fig.8-for-all-six-sites—ltshows-thatat-7._

To study the performance of the models in different stability regimes, the stability parameters su

At all three sites, the smallest deviations between modelled and measured wind speeds are found when the models perceive
the surface layer stability from unstable (U) to stable (S). The MAE in these cases typically range from 10% to 35%, with just

a few models outside of 3x quartile range. The largest deviations are found when the models estimate very stable conditions

VS) or very unstable conditions (VU) (typical values in the range 15-45% MAE). The site where the largest errors are found

is Cabauw, and the smallest is FINO3. This is in agreement with the results in section 3.1.

3.1.6 Coefficient of variation of wind speed

16



15

20

10

60 -
.

S50 . .

5 .

g .

[}

- 40 * .

3 .

o} . .

& . .

B T

= .

2 .

3

@ 20 Tg

Q

©

5 ﬁ . Site

=10 I FINO3 90 m
I Hovsere 80 m
I Cabauw 80m

wU U N S VS
Stability class

Figure 7. Distribution of Mean Absolute Error (MAE) for wind speed at the three sites for five stability classes: Very Unstable (VU), Unstable
U), Neutral (N), Stable (S), Very Stable (VS). See definitions in Table A2.

Figure 8 shows the mean coefficient of variation (Cy ) for wind speed, at the three sites. At FINO3, the average of the

me%e%ea}e—mede}%wé’vu is similar to the the-observations;-the-differenee-is-observations, with a bias of less than 1% at

all three heights. Ignoring one outlier; the i i 0—3:5%"outlier", the inter-model variance

A AT AAAN AN AN

ranges between 3.0% and 3.5% at the three heights. The euthierwith-"outlier", which shows much lower valuesis-due-te-lower

+1s a consequence of the low variance for that pe
model compared to the other models. It was removed by the filtering method described in sect.2-3-in-the-eatentation-2.3 when

calculating the mean of the models fneaif(C’U «) and the inter-model variance (O’Cv ..)- The ERA-Interim dataset-also-captured
data set also captures the magnitude of C,, ,, wella
models.

At Hgvsgre, C,, ,, decreases with height for both the observations ;-and most of the mesoseale-models—The-model-average
MMs. The inter-model mean of the models (C’U «) agrees well with the observations, but underestimates it by about 2%2%. The
ERA-Interim dataset-data set does not capture the-this behavior, and instead shew-shows an increase with height;-but-at-, At the

ton-, however, it reaches the average of the models
and the observed values. The spread of the meseoseale-meodels-MMs (o¢, ,) is slightly higher than at FINO3 (3-6—4-4%);

3.6-4.4%). and is highest at the surfacelowest levels.
The-magnitude-of- At Cabauw, C,, ,, istargestat 10 m is the largest value found across all sitesat-+0-meters-at-Cabauw. Above

10 meters-m a sharp drop-off with-heightis found up to 80 meters-is-observed;followed-by-a-small-m, where is starts to slowly
increase up to 200 metersm. Most of the meseseate-medels—are-able-to-MMs capture this behavior, which is reflected in the

mean of the models (C~’7j «)- However, the models underestimate the magnitude and the drop-off of C, ,, at the lowest levels 5

with a bias up to 12% at 10 and 20 meters-the-bias-of the-average-of the-meseseale-medelsis~12%-m. Above 80 meters-the
mean-of-the-medels-and-observations-agree-quite-welm the models agree with the observations. The ERA-Interim dataset-de
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Figure 8. Vertical profiles of the coefficient of variation for wind speed C', ., for-att-of264+-at the sixthree sites, for: observations (black),
ERA-Interim (green), the mesoscale models M M; (red), and the mesoscale models mean and intermede-inter-model variance MM+é
(blue).

notshow-much-change-data set is nearly constant with height, and tend-to-overestimate-underestimates C, ,, above-40-meters;
and-underestimate-it-below 40 m, and overestimates it above. The inter-model variance (¢, , ) of the mesoseate-modets MMs
is largest at the lowest levels, 8.0% at 10 metersm, and gradually decreases to less than 4%-4% at 200 metersm.

3.1.7 Dataless sites

Effect of upstream conditions on the variation of wind speed

The coastal site Hgvsgre and the offshore site
reanalysis;—similarhy—to-the-FINO3

at-the towestdevels—is used to investigate whether there is a dependency o the coefficient of variation for wind speed (shown

in Fi

.8) on upstream surface conditions. With a nearby coastline aligned north-south, Hgvsdre represents the case with

anisotropic surface roughness conditions: westerly winds comes from the sea (onshore flow), and easterly winds from land
(offshore flow). In contract, the offshore site FINO3 has isotropic upstream surface roughness. To study the differences, the
coefficients of variation were binned according to four wind direction sectors, each spanning 90 degrees: north, east, south,
and west. The values for the east and west sectors were then extracted and analyzed. Figure 9 shows the profiles of Cy,, for
the two wind directions at FINO3 and Hgvsgre.
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Figure 9. Coefficient of variation for wind speed C', ,, for easterly (top) and westerly (bottom) winds at FINO3 (left) and Hgvsgre (right), for:
the observations (black), the ERA-Interim data set (green), the MMs M M, (red), and the mesoscale models mean and inter-model variance
MM 5 (blue).

30

The-the coefficient of ¥
models;-butnotfor-the ERA-Interim-dataset—The-variance is almost constant with height and slightly lower for easterly winds

than for westerly flow. This is true for both models and observations. The sample size for easterly winds is smaller, about half.
than for westerly flow. However, both sample sizes are large (N > 1000), so the influence from sample sizes is expected to be
small. The average of the MMs captures the observed behavior well for both westerly and easterly winds, and the inter-model

variance is comparable to-thatatHoevsere (2. D% yand-is-also-sliehtly-hisherat the lowestleve similar for the two sectors.

5 The ERA-Interim agrees better with the observations during easterly flow at FINO3.
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At Dataless3-arge-values-of-Hgvsgre, the coefficient of variation fer-wind-speed-is-observed-at-thelowestlevels;similar-to
Cabauww;-and-a-sharp-drop-offis larger for westerly than for easterly winds. Easterly winds show larger coefficients of variation
at 10 m than higher up. The reduction of U, ,, with height up to 40 meters-is-atso-seen—Just-like-at-Cabatw,-m for easterly

flow is underestimated by most of the mesoscale models, and completely missed by the ERA-Interim de-notshow-the-drop-off

h haioh ha macn a randa h oo anoe oraarman D) o han R Q 4 Q0

A pal ata o & APTALARn Nno o} Fa ho

a OS54

istow—In-all-three-cases-the-mesoscale-models-have-eaptured-models and the distribution-better-than-the-reanalysis-data-does—

dependence on height of C,, ,, is only present at Hgvsgre for easterly winds, and points to the influence of upstream surface

conditions on the variation. The observed pattern is captured by the MMs, but the models show a more "smooth" vertical
transition than do the observations. The ERA-Interim data istributi istributi

shifted-tewardslower-windspeeds-at FINO3-and-Cabauwdoes not capture the pattern.
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3.1.1 Distribution of wind speed shear exponent

The-distributions-of the- Figure 10 shows the distributions of wind speed shear exponent («) for the-three-mastsites-are-presented
in-Fig—t0each of the three sites calculated between 40 and 80 or 40 and 90 m. Under neutral eonditions-and-a-uniform

surfaceroughnesstfor-all-wind-directions)-atmospheric stability conditions and isotropic surface roughness, a sharp distribution
centered around a single e-value-should-be-observed;so-foroffshoresiteslike-value is expected. This means that for an offshore
sites such as FINO3, the spread in shear exponent comes primarily from variations in the-atmospheriestability-the Fig-reveals

thatin-that-partieular-case-the-models-eapture-atmospheric stabilitywel-on-average-, With this in mind, the distributions show
that most MM capture the stability well at the site. The ERA-Interim datasethowever;-de-notseem-to-data set does not capture

the strongest shear situations —well. This can be easily explained by the low data frequency (6 hours).

a - b - c -
0.40 (a) FINO3, 40-90 m 0.40 (b) Havsgre, 40-80 m 0.40 (c) Cabauw, 40-80 m
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Figure 10. Frequency of occurrence of the shear exponent (o) at the three sites, for: the observations (black), the ERA-Interim data set

reen), the Mesoscale Models M M; (red), and the inter-model mean (blue line) and standard deviation MM + & (blue shade).

RANARANARRAAANAARAS

At Hgvsgre and Cabauwthe-distribution-, the distributions of o is-areflect the combined effect of both the non-homogenous

upstream surface roughness, ¥ ing-and the
variations in atmospheric stability. Fer-example;-one-would-expeet-that-at-At the coastal siteHgvspre-the-upstream-roughness
vary—atot-, the wind speed profile changes depending on whether the wind-is-coming-fetch is from land or sea;semething

that-was-alse-observed-byHahmann-etal(2014)—Thefigure-from the sea, which is also reflected in the distribution of «

Hahmann et al., 2014). Figure 10 also shows that while the shear distributions are generally wel-eapturedalso well captured at
Hgvsgre and Cabauw, a slight shift towards lower shear-values is observed at both sites. The-This points to an underestimation

of the surface roughness, a misrepresentation of the atmospheric stability, or a combination of the two. Just like at FINO3, the
ERA-Interim dataset-data set does not capture the weak and strong shear cases at Hpvsgre s-and-at-Cabauwneither-the-weak-or
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3.2 Relating performance to model setu

To identify what model setup choices lead to better model performance, the statistics of each model across all heights are
reduced to just two values at each site: NRMSE for wind speed (NRMSE,) and RMSE for wind speed shear exponent

RMSE,,). The shear exponent was calculated between pairs of nearby levels, e.g. at FINO3 two values were calculated

one between 40 and 70 m, and one between 70 and 20 m, The RMSE,, was then calculated as described in section 4 between
modelled and observed values of the shear ient ; - - :

poeorresultsexponent across all height-pairs.

Figure (11) shows NRMSE,, and RMSE,, for
all MMs at all three sites. It shows, similarly to section 3.1, that the models generally have smaller mean wind speed and
mean shear exponent errors at the offshore site FINO3. But, as previously shown, errors are larger near the surface, and the

oelficient ol variation-for wind speed-(shown-in Fig.- 8) ¢ ~two-ol-the sites-were studied- One-offshore (three levels used

east-and-westsectors-at-the-two-sites-was-then-extracted-and-analyzed-is at 40 m and above, unlike Hgvsgre and Cabuaw where

levels below 40 m are included.
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Figure 11. RMSE for wind speed shear exponent (RMSE,, ) versus Normalized RMSE for wind speed (NRMSE,,) at the three sites.
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The models were then grouped according to specific model components. Given the range of setup choices that influence the
model performance, large groups were needed to obtain useful statistics. With this in mind, three setup options were chosen
for analysis: PBL scheme, grid spacing, and simulation lead-time, and statistics of NRMSE, and RMSE,, were computed for
each group. The choice of groupings was based mainly on two criteria: 1) it was possible to form groups with at least six
members in each group. 2) each of the options were highlighted in the literature as being important for model performance
(Hahmann et al., 2014; Gomez-Navarro et al., 2015; Carvalho et al., 2012; Draxl et al., 2014). Several other setup options were
considered: MM, LSM, land cover, spin-up time, and data set used for initial and boundary conditions, but either it was not
possible to group them in a meaningful way, or they were deemed of too little importance based on previous studies. Models
missing information about particular setup options, or missing output at some heights, were excluded from this analysis.

3.2.1 PBL scheme

The PBL scheme in a MM ensures an accurate representation of thermodynamic and kinematic structures of the lower
troposphere (Cohen et al., 2015). To study the influence of the PBL schemes used, the meseseale-models——and-completely

niccad by the BRA Tnterim—d ot _Eorwestarlv_win om-the e A g

atmost-exaetlyMMs were split into three groups: YSU, MYJ, and Other. The statistics of NRMSE,, and RMSE,, for these
groups are shown in Table AS. The YSU group consists of six models that used the YSU PBL scheme (Hong et al., 2000).
The models in this group span a range of grid spacings and lead-times, but models with larger than average grid spacing and
longer than average lead-times dominate the group. The MYJ group contains six models that used the MYJ PBL scheme

Janji¢, 1994), most of them use a short lead-time limit, and a grid spacing that is close to the average for the MMs in this

study. The last group labeled "Other” contains nine models that used a mix of different PBL schemes (see Table Ad). These
models have a wide representation of different grid spacings and lead-times.

ALFINOS3, the group consisting of models not using either the YSU or MYJ PBL schemes generally have smaller wind speed
errors; even though the group also contains the model with the largest NRMSE,,. The models using the MYJ PBL scheme have
smaller wind shear exponent errors, and on average also smaller wind speed errors than YSU. But the median model in the
YSU and MY]J groups have similar wind speed errors.
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asetAt Hovsgre, the three groups have very similar mean wind speed
error-statistics, with YSU showing only slightly smaller errors. However, for wind shear exponent the models in the YSU
group have the smallest errors, both on average and for the median model. Draxl et al. (2014) studied similar error-statistics at
Hgvsgre for the WRE model run with a number of different PBL schemes during October 2009. They, unlike this study, found
that MY]J gave slightly smaller errors than YSU. However, Draxl et al. (2014) used a version of the YSU scheme with a bug.
that was corrected in WRF version 3.4.1 (Hahmann et al., 2014).
At Cabauw, the YSU group has smaller errors than the other groups for both wind speed and wind shear exponent, but the
merrors for the median model in the YSU and MYJ groups are quite
similar. The single most accurate model is found in the *Other’ group, but that group as a whole has larger errors.

3.3 Individualmedel-performanee

3.2.1 Grid spacing

A mesoscale model should be able to explicitly resolve smaller and smaller phenomena as the grid spacing is decreased.
Skamarock (2004) illustrated that the effective resolution of the WRE model is approximately seven times the grid spacing.
used. However, mesoscale models, as the name suggests, have been developed to simulate the *meso’-scale, they are often not
capable of simulating weather at scales that lie between the micro- and mesoscale, i.e. between approximately 100 and 2000
m. To study the importance of the gri

A o d-<p dhH

simulation—timespacing, the models were ranked by erid spacing, similar to table A4. The models were then split into three
roups: Fine, Moderate, and Coarse. The Fine group consists of seven models that all have a grid spacing below 3 km. The
Moderate group consists of eight models at exactly 3 km, and the demain-placement-

- Coarse group consists of six models
above 3 km. The Fine group contains models that are well distributed in terms of PBL schemes and simulation lead-time. The
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Moderate models also has a good representation of different PBL schemes and lead-time limits, but the MYJ PBL scheme and

short lead-times are most common. The Coarse group contains no models using the MYJ PBL scheme, and half of the models
use a short lead-time.

)

eorrelation-between-the-model-grid-spacing-and Table A6 shows the statistics for NRMSE, and RMSE,. At FINO3, the

heq a 1ind cnaad ha P no-cionif Orre on ara fonnd h o o
abSO1d WiRG—SP a—ota g2+ ) OS5I d O atio W oUhaoOetW C P O a 10

Fine group has the smallest wind speed errors. For the wind shear exponent, the surface tayer-winds and-the factors isted
abovesmallest error is found in the Coarse group, but, on average, the Fine and Moderate groups have smaller errors. At
Hgysgre, the Fine and Moderate groups have similar errors for both wind speed and shear exponent. However, the model with
the smallest shear exponent error is found in the Coarse group. At Cabauw, the Moderate group shows the smallest errors for
both metrics, followed by the Fine group. But, just as for Hgvsgre, the model with the smallest RMSE, is found in the Coarse

roup.

3.2.2  Simulation time

As the solution in mesoscale models is integrated forward in time, the uncertainties associated with the errors in the initial
conditions increase (Yoden, 2007). This can cause the model solution to drift away from the true solution, Furthermore,
amplification errors can reduce the variance, which reduces the accuracy of the model in a statistical sense. To study the
influence of the simulation time on the model performance, the models were ranked and split into three groups: Short, Medium,
and Long. The Short group consists of nine models with a lead-time below 48 hours. Four models in the group use the MYJ
scheme, and one the YSU scheme. The Short group has a good representation of models with different grid spacings. The
Medium group includes eight models with a lead-time between 48 and a-higher chanee for targer errors-is seenfor targer 335
hours, The group has a good representation of different PBL schemes and grid spacing. The Long group consists of seven

models with a lead-time limit above 335 hours. Five of the models use the YSU PBL scheme, and most of the models use a

larger than average grid spacing.

3.2.3 Performanee-consisteney-aeross-sites
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effeets from-the temporalcorrelation-and-from-and simulation-time groups. At FINO3, the median model from the Short group
has the lowest NRMSE,, and RMSE,,, but because one model has large errors, the lowest mean errors are found in the Medium
group. The Medium group has smaller errors across all metrics compared to the Long group.

At Hovsgre, the Short and Long groups have similar error statistics for wind speed, and both measures are lower than those
for the Medium group. For RMSE,, the median model from the Short group has the smallest error, while, on average, the errors
are smallest in the Medium group.

At Cabauw, the smallest errors for both wind speed and shear exponent are, on average, found in the Long group, while the
median model with the smallest errors are in the Short group. It is worth noting that five of the seven models in the Long group
use the YSU PBL scheme, and in section 3.2.1 the models using the YSU PBL scheme were shown to have smaller errors at
Cabauw, so it cannot be ruled out that the small errors in the Long group at Cabuaw is related to the modek-skitl—The sites-are
S Sl S e e s sl sibee s nmns me s s s ation-sheuld-be-expectedover representation of the

3.3 Wind energy application

Fhe-mesocale-model-timeseries-As described in sect. 2.4, the output from the mesoscale models was applied to a simple wind
energy resouree-assessment-applieationusing-the-00-meter data-at-the-offshore site-exercise. The 90-m wind resource of a
Horns Rev wind farm was estimated using the output from the various MMs at FINO3;-as-deseribed-in-seetion2:3tn-figure
+2-the-error-of-theealeutated-, Figure 12 shows the errors for four metrics: 1) error in mean wind speed u,,,, 2) error in mean
power density P, 3) error in mean power density with-an-assumed-using a single power curve P, ,., and 4) error in the mean
power density of 80-turbines-in-a wind farm of 80 turbines Py, ., including wake effectsr 7.

A-Figure 12 shows that the majority of the models shown-in-Fig—2-have less than +5% error fer-in mean wind speed. The
errors are mostly due-to-an-underestimation-of-the-mean-wind-speed;-andfor some-of them-severely 0%under-estimations,
and, in a few cases, severe underestimation of more than 10% (outside the scale of the Figure). For the mean power density, the
spread of the models areis, as expected, much larger due to the third-pewer-"third power" dependence on the wind speed. How-

ever, when the power density is calculated using a turbine power-curve, where the highest wind speeds (>1t4-m/s>14ms_")
are less importantfor-the-pewer-than-itistor-pewer-density,-the-, the inter-model variance is comparable to-the-vartanee-that
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Figure 12. Distributions of errors from the medets-model’s output at 90 meters-m at FINO3 for the following statisticat-quantatieserrors: 1)
the mean wind speed um, (blue), 2) the power density P, (green), 3) the power density with an implied power curve Py, . (red), and 4)
average-the averaged power density of a wind farm including the same implied power curve as 3) and the wake effects (purple). Outliers are

not shown;-but-; the most extreme ones go-to—60%-are —25% for Prtiy,, —37%—60% for Prwr P, —35%—37% for Prpe P wy,
and —25%35% for trre-Pyn e

for mean wind speed. For the wind farm situationcase, where the power density is-dependent-depends on the wind direction
distribution, and-thelosses-due-to-wake-effeetsbecause of the wake losses, the variance is comparable in size to that of the mean
wind speed and P, ,.., and most models have errors smaller than +2%=+2%. The improvement seen for P, ., ¢ is caused by
a-underestimation-the under estimation of the wake effects fer-by most models, leading to a relative increase in mean power
density, offsetting-off-setting the underprediction from the modelled wind speed distribution. Howeyver, the relative effect of
over- or underprediction the wake effects may just as well enhance the total power density errors, given slightly different wind
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may help-detect-misrepresentation-of The mesoscale models in this study are able to reproduce well the observed mean wind
speed profiles, and the distributions of wind speed. At FINO3 and above 10 meters at Hgvsgre, the average of the models
has a bias of 3% or less. The largest mean wind speed biases (7-9%) are found at the lowest levels at Hgvsgre and Cabauw.
Similarly, the MMs were able to reproduce the relative variations of wind speed well in most cases (Fig. 8), but underestimated
the relative variations at the lowest levels at Cabauw. A simple analysis of the impact of upstream surface roughness conditions
on the relative wind speed variations, suggested that the models may be misrepresenting the surface characteristics ~2)A-farger

of (Fig. 9), which could be a misrepresentation of either the landuse classification, the conversion of landuse classes into surface
roughness lengths, or in the PBL scheme. This problem highlights the need for: 1) further analysis of the representativeness of
the surface characteristics in mesoscale models, and %) downscaling the mesoscale results using a coupled microscale model
to capture subgrid-scale influence from variations in orography and surface roughness. The modeled distributions of the wind
direction showed only minor differences compared to the observed ones.

For future benchmarking exercises, our study shows that the focus should be on the model representation of surface
characteristics, such as orography and landuse, and their associated surface roughness. An attempt was made here to include

these details, but because only a subset of the participants supplied this information, it was not feasible. Further studies could
also benefit from including more land masts with low to moderate complexitywhere-effeets-from-the-surface-characterisation

by-stmple-terrain-in-NerthernEurepeThe impact of choosing specific model sub-components was studied in some detail. To
allow this, the output from the models was reduced to two metrics at each site, one related to the wind speed bias (NRMSE for
wind speed), and one related to the shape of the wind speed profile (RMSE for wind speed shear exponent). The models were
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A-detailed-study-of-then separated into large groups according to their model setup for three setup choices: PBL scheme
rid spacing, and simulation lead-time. At FINO3

between-site-pairsfor-the-mastsites—, the grouping revealed that the models using the MYJ PBL scheme had smaller wind speed
and shear exponent errors than those that use the YSU scheme. At Hgvsgre and Cabauw, the opposite was true. However, sinee

eontributed-to-the modet-skitithe differences between the two groups were not significant and the median model from the two
groups had similar errors. Grouping the models according to grid spacing showed that the models with 3 kilometer grid spacing.
or smaller had lower errors than the group with the largest grid spacings. No conclusive evidence was found that reducing the
grid spacing below 3 kilometers results in smaller errors. For simulation lead-time, the median model from the group with
short lead-times had the smallest errors at all sites, with the exception of the shear exponent error at Hgvsgre. However, no
significant difference between the mean of the groups were found, which suggests that the PBL scheme and grid spacing may.
be of greater importance for the performance at these sites. Future studies should include many more runs to provide more
robust statistics, which can provide a basis for "best-practice” guidelines for wind energy applications using NWP models.
A-wind-energy-ease study-was-made Last, we used the observed and modelled time-series for a classical wind energy
MQWWW at FINO35-where-the-observations-and-the-output
- The power production, including wake losses, was

estimated for both a single turbine and for a whele-wind-farmthatineluded-wake-effeets—The-study-wind farm, using a standard
power curve. The exercise showed that while a large spread exists between the modeled power density, it is reduced when the
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30 power is calculated via-using a power-curve. It also showed the importance of accurately estimating the wind speed-direction

distribution, since the-a small deviation in the distributions ehanged-the-pewer-distribution-stronghy-

changes in the power production, because of its sensitivity to the wind farm layout.

5 Data availability

5 The output data from the mesoscale models have been submitted submitted-to the European Wind Energy Association (EAWE)
for the mesoscale benchmarking study under an agreement that ensures that individual participants are anonymized in the
reported results, and that the model output was not publicly shared. The measurements from the meteorological masts FINO3,

Hgsgre, and Cabauw ;-are provided by the data owners under an agreement of not sharing the data with any 3re-third party.
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Table A1l. Site description, including latitude and longitude coordinates, classification of the site, and the height of the mast z5 as well as the

location terrain elevation relative to sea-level z45; and prevailing wind direction.

Nr. Name Latitude
1 FINO3 55.19¢
2 Hgvsgre 56.441
3 Eabuaw-Cabauw 51.97(
Table A2. Intercomparison-heightsforeachsite Ranges of inverse Obukov length (marked-by-thex1/L) and bulk Richardson number (Ri)
Height {rr} FINO3 Stability class Hopvsore Class name Eabatrw /L interval [m_ ] Datat
200x1H40-x120-%x 1005 x00x80xxx60xx40xxxx20xx10xVU_ xVery unstable * 1/L < —0.005 *
Variables-submitted-by-contributers: Variable-name-Symbot-U_ Units ButkRichardsonnumberUnstable £ —0.005 < /L. <—-0.002 - —0.2 <
Wind-direction VS >Specifie-humidity-Very stable QOB IL kertho 0
Table A3. Participants in the study in alphabetical order.
Participant Institution Country
3E Company Belgium
Anemos GmbH Company Germany
ATM Pro Company Belgium
CENER Research Center Spain
CIEMAT Research Center Spain
DEWI Company Germany
DTU Wind Energy University Denmark
DX Wind Technologies Company China
EMD International Company Denmark
ISAC-CNR Research Center Italy
KNMI Meteorological institute ~ The Netherlands
Met Office Meteorological institute ~ United Kingdom
RES Itd. Company United Kingdom
Statiol ASA Company Norway
University of Oldenburg ~ University Germany
Vestas Company Denmark
Vortex Company Spain
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Table A4. Setup description of the 25 model setups ranked by horizontal grid spacing of the finest grid. The columns are: the model name
and version (Model), the PBL scheme (PBL), the land surface model (LSM), whether nesting was used (Nest.), the horizontal grid spacing
(A), the land cover source, Simulation and spirap-spin-up time (Sim. time), and initial and boundary condition data (B.C.).

Nr. Model PBL LSM Nest. A [km] Landcover Sim. time [h] B.C.
1 WRF V3.6.12 Custom - yes 1 CORINEP 48-24 Era-I°
2 MAESTRO V15.01 - - no 1 CORINE - Era-1
3 WRF V3.6.1 MyJd Noah® yes 2 usGst 78-6 Era-1
4 WRF V3.3.1 MYJ - yes 2 GlobCover® 11064-24 Era-1
5 WRF V3.5.1 ysuh Noah yes 2 CORINE 30-6 Era-1
6 WRF V3.5.1 YSU Noah yes 2 - 264-24 Era-1
7  HARMONIE V37h1.1'  SURFEXJ 1SBAK yes +525  ECOCLIMAP! 7-1 Era-1
8 WRF V3.6 ACM2™ Noah yes 3 USGS-MODIS 84-12 FNL"
9 WRF V3.4 MY]J Noah no 3 USGS 28-4 Era-1
10 WRF V3.6.1 YSU Noah yes 3 CORINE 672-96 CFSR°
11 WRF V3.0.1 MYJ Noah yes 3 GlobCover 36-6 CFSR
12 WRF V3.6.1 MYNNP Noah yes 3 USGS 816-72 Era-1
13 WRF V3.0.1 MY]J Noah yes 3 GlobCover 36-12 MERRA4
14 WRF V3.0.1 MYJ Noah yes 3 GlobCover 36-12 Era-1
15 WRF V3.1 MYIJ Noah yes 3 MODIS' 54-6 FNL
16 WRF V3.6.1 YSU Noah yes 3 CORINE 336-96 CFSR
17 WRF V3.5.1 MYJ Noah yes 4 IGBP-MODIS?® 264-24 Era-1
18 UM V8.4t Lock" JULESY yes 4 IGBP-MODIS 36-6 Era-1
19 WRF V3.5.1 YSU Noah yes 5 USGS 8856-24-2424-24 Era-1

20 SKIRON V6.9V MYNN OoSU* no 5 USGS 51-3 GFSY

21 WRF V3.5.1 YSU Noah yes 5 USGS 8856-24-2424-24 Era-1

22 WRF V3.5.1 YSU Noah yes 6 IGBP-MODIS 264-24 Era-1

23 HIRLAM V6.4.2 CBR* ISBA no 11 USGS 9-3 TFS

24 RAMS V6.0% MYNN LEAF no 12 CORINE 36-12 IFS

25 MMS5 V3% YSU - no 20 CORINE 744-24 MERRA

#Skamarock et al. (2008b) PBiittner et al. (2004) “Dee et al. (2011) 4 anjic¢ (2002)

°Niu et al. (2011) fGarbarino et al. (2002) € Arino et al. (2008) hHong et al. (2006)

iSeity etal. (2011) jMoigne and Boone (2009) XNoilhan and Mahfouf (1996) 1Champeaux et al. (2005)

"Pleim (2007a) "NCEP Final analysis °Saha et al. (2010) PNakanishi and Niino (2006)

9Rienecker et al. (2011) "Friedl et al. (2010) Loveland and Belward (1997) "Lean and Clark (2008)

“Lock et al. (2000) VCox et al. (1999) YKallos et al. (1997) *Pan and Mahrt (1987)

YGlobal Forecast System “Kallberg (1989) * Cuxart (2000) ®Tntegrated Forecasting System

“Pielke et al. (1992) %Walko and Tremback (2005)  *Grell et al. (1994)
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Table AS. Statistics of NRMSE for wind speed (NRMSE,, ) and RMSE for wind speed shear exponent (RMSE,, ) associated with the groups
of PBL schemes across all heights at each site. The number of models in each group is: 6 in the "YSU", 6 in the "MY]J", and 9 in the "Other"
roup. The smallest value for each metric is in bold.

FINO3

YSU 0029 0019 0034 0004 0.116

Hgvsgre
Megic ~ PBL, Mean Median Std, = Min Max

Cabauw

YSU 0025 0022 0007 0018 0.036
RMSE,  MYJ 0045 0023 0036 0020 0117
Other 0064 0075 0036 0015 013
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Table A6. Statistics of NRMSE for wind speed (NRMSE,,) and RMSE for wind speed shear exponent (RMSE,, ) associated with the grou
model grid spacing across all heights at each site. The number of models in each group is: 7 in "Fine", 8 in ’"Moderate’, and 6 in ’Coarse’.

The smallest value for each metric is in bold.

FINO3
Hgvsgre
Cabauw
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Table A7. Statistics of NRMSE for wind speed (NRMSE,,) and RMSE for wind speed shear exponent (RMSE,,) associated with each grou
of simulation lead-time across all heights at each site. The number of models in each group is: 9 in the ’Short’, 8 in the "Medium’, and 7 in
the ’Long’. The smallest value for each metric is in bold.

FINO3

Hgvsgre

Cabauw

Short 0088 0.058 0108 0007 0389
NRMSE,  Medum 0103 0097 0058 0043 0178
Shor 0046 0021 0038 0015 0113
RMSE.  Medum 0038 0054 0038 0018 0117
Lonig 0031 0025 0012 0020 0052
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