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Abstract. The sensitivities of idealized Large-Eddy Simwas (LES) to variations of model configuration docting
parameters on quantities of interest to wind poagglications are examined. Simulated wind speetutent fluxes,
spectra and cospectra are assessed in relati@mitdions of two physical factors, geostrophic wapgted and surface
roughness length, and several model configuratimices, including mesh size and grid aspect ratibulence model, and
numerical discretization schemes, in three diffeoede bases. Two case studies representing retadgly neutral and
convective atmospheric boundary layer (ABL) flownddions over nearly flat and homogeneous terranewsed to force
and assess idealized LES, using periodic latenahdbary conditions. Comparison with fast-respondecity measurements
at five heights within the lowest 50 m indicateattmost model configurations performed similarlyll, with differences
between observed and predicted wind speed gensralijler than measurement variability. Simulatiohsonvective
conditions produced turbulence quantities and spd¢lat matched the observations well, while thafsgeutral simulations
produced good predictions of stress, but smalkem ttbserved magnitudes of turbulence kinetic endiigly due to tower
wakes influencing the measurements. While sens#s/to model configuration choices and variabilitfforcing can be
considerable, idealized LES are shown to reliabproduce quantities of interest to wind energy iapfibns within the
lower ABL during quasi-ideal, nearly steady neutratl convective conditions over nearly flat and bgeneous terrain.



10

15

20

25

1 Introduction

Accurate characterization and prediction of theroscale wind flow environment plays an importaréio many
facets of wind power generation, including windkpsiting, layout, operations, and the formulatidriusbine design
standards (e.g., Shaw et al., 2009), among otidnde wind power generation has grown tremendoashr the last few
decades, both turbine reliability and plant powemearation frequently underperform projections baseéxisting turbine
design standards and site assessments (e.g., BHIES). A key contributor to these underperfornegaissues is a
disconnect between the data and models used iméualnd plant design and site assessment, and abaracteristics of
the atmospheric boundary layer (ABL), flmesitu wind plant operating environment. Realistic ABLWil® under routine
atmospheric conditions often include much higheele of atmospheric turbulence, shear, veer, anerdmportant
transient phenomena than are typically captureddasurements or design tools.

Characterization of the wind plant operating envinent has historically relied chiefly on observasiptypically
utilizing a small number of slow-response instrutspaugmented occasionally by fast-response instntscapable of
accurately characterizing turbulence (MagnussonSanddman, 1994; Barthelmie et al., 2010). Whileatensensing
instruments (e.g., Hogstrom et al., 1988; Barthelatial., 2003; Nygaard, 2011; Hirth et al., 2(RBpdes and Lundquist,
2013; Smalikho et al., 2013; lungo et al., 201)vie one pathway to improve site characterizatiloa,absence of fast-
response turbulence information and limited sangpliolumes provided by many systems, coupled witly ldeployments
required to sample long-term variability, constrtia utility of observations for many applications.

Compounding the inadequacies of many observatiatalsets are the generally lower-fidelity numersiadulation
approaches used in conjunction with observationsftam various stages of turbine and plant desigad operation. While
higher-fidelity simulation techniques exist, thgignificant computational overhead has precludetkspread adoption due
to limited computational infrastructure generalsa#able to industry (Sanderse et al., 2011; Trotdtet al., 2011).

The increasing availability of high-performance guarting infrastructure is enabling more widesprese of high-
fidelity numerical techniques, such as turbuleresslving large-eddy simulations (LESS), to sigifidy improve
understanding of ABL and wind plant flows. Whiletiyet considered as reliable as established obsenahand

computational approaches, high-fidelity numerigadigations can potentially provide superior siteuctcterization and
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design data to reduce costs, including 1) flowrimfation over an entire wind farm across many lewétkin the turbine
span, 2) simulation over a distribution of chargsti flow regimes in a short time period, ande3jimates of flow
parameters that are difficult or expensive to obsée.g., turbulence).

While atmospheric LES is increasingly being utitize simulate turbulent flows for wind energy apptions (Sim et
al., 2009; Lu and Porté-Agel 2011; Bhaganagar agidnath, 2014; Mehta et al., 2014; Mirocha et &l14&; Aitken et al.,
2014), by focusing primarily on turbine wakes iragilideal meteorological conditions, these stutiage addressed only a
limited range of atmospheric conditions and paransedf relevance to industry. Development of ashesic LES for
general meteorological and surface conditions goorg, however this extension relies upon the dgmkent of novel
forcing treatments both within the computationatndin and at the lateral boundaries (e.g., Mirodha.£2014a; Mufioz-
Esparza et al., 2014, 2015), where assumptionsriddicity and standard approaches for specifyimgulent inflow
conditions, such as recycling methods (e.g., Lural.e1998; Mayor et al., 2002), precursor simalad (e.g., Churchfield et
al., 2012; Mirocha et al., 2014b), or synthetibtlence generators (e.g., Veers, 1988; Jonkmaimaht] 2005; Xie and
Castro, 2008) are not applicable.

Irrespective of the complexity of the setup, highefity atmospheric LES will require both thoroughlidation of
simulated quantities of interest, and formal agsess of uncertainties, prior to widespread adopitiithin the wind power
industry. To satisfy these requirements, the Atrhesp to Electrons (A2e) initiative within the USietment of Energy’s
Wind Energy Technologies Office is supporting depehent and validation of next-generation computeti@pproaches
for wind energy applications. This is being undegtavia both assessment of existing simulation @gghres, such as
idealized LES, and development of new mesoscaleestale coupling (MMC) methods, as required foeaston to more
general environments and forcing conditions.

The present study, conducted under the auspidie #f2e MMC project, examines the efficacy of idzed
atmospheric LES using periodic lateral boundaryd@ions (LBCs), an approach commonly applied indamental and
applied ABL studies (see e.g. Deardorff, 1970; Dedf, 1980; Moeng, 1984; Kosavand Curry, 2000), to provide flow
parameters of interest to wind energy applicatidhe present study is unique in its focus on tipeasentation of the

accuracy of the simulated flow, rather than onitebnteractions, including detailed comparisosiofulated and observed
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turbulence information, including spectra and cege Moreover, we investigate this capability gssncomputational
framework that is both relatively mature and reasiy economical, in comparison with more generalayg more
complicated and expensive methods, such as thosgimrating time varying mesoscale input via addai internal forcing
terms (e.g. Sanz Rodrigb al. 2017) or at the lateral domain boundaries (dufioz-Esparza et al., 2017; Rai et al. 2017ab).
Finally, an examination of uncertainties providegguired basis for assessment of both existinglied simulation
capabilities, as well as of more sophisticated Mtd€hniques under development, to the wind energyaarSection 2
describes the case studies, code bases, boundaiiji@os, turbulence models, and variations emplageassess

uncertainty, Sect. 3 presents simulation resultsuatertainty analysis, and Sect. 4 provides a sanyiend conclusions.

2 Methodology

Rather than focusing on turbine response and walacteristics, as most studies of atmospheric taEg®ting wind
energy applications have, we instead focus onc¢heracy of the resolved atmospheric flow fieldlftsacluding profiles of
wind speed and direction, turbulence kinetic eneghgippulent fluxes, and spectra and cospectra. ilsloded is assessment
of simulation uncertainties, undertaken by varyéoghmon numerical methods, turbulence models, atugh sgpproaches,
using three simulation codes. The simulations asessed against one another, theoretical expettatiod observations
taken from two case studies featuring quasi-iddézl Aow during nearly steady neutral and convectieaditions over
nearly flat and homogeneous terrain. The use ddigjdaal conditions simplifies the attribution @frsitivities to changes of

various configuration and forcing parameters regméag common simulation setups.

2.1 Case study selection

The Sandia Scaled Wind Farm Technology (SWiFT)fteslity, located in the US Southern Great Plaimas selected
for the study, due to its nearly flat terrain amarftogeneous surface cover, permitting reasonablexgipmation in idealized
computational setups consisting of flat terrainwihiform surface characteristics and forcing ctiods, as well as periodic
LBCs. Data used to force and evaluate the simulatwere obtained from two instrument platformsp@ & instrumented
meteorological tower, and a radio acoustic soundirsiem (RASS), each located at the neighborin@3 &ech

University’s National Wind Institute (NWI). The taw provided fast-response data at ten heights leet@® and 200 m
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from which turbulence and mean flow data were cdeghuwhile the RASS data provided assessment giriheailing
meteorology, as well as estimates of a common petexrased to force atmospheric LES, the geostrapimd speed,

Uy = m, with u, andv, denoting zonal and meridional components, resyegtiValues ofu, andv, were
estimated using RASS data from above the ABL togn tadjusted slightly until the simulated wind spaad direction
profiles above the ABL closely matched the obsemaddes. Other parameters required to force thelsaiions include the
roughness lengttx,, which was estimated from the land cover, andeffuaf sensible heatlg, estimated using values
computed from the lowest sensors on the tower noéwy at 0.9 m, and bulk Richardson numbers contpioétween the 2.4
and 10.1 m measurement heights (see Kelly and ERBi®) for further information about the instrurtagion, data
processing and site characteristics).

To satisfy conditions under which idealized forciag@ppropriate, data were examined for case sulieompassing
canonical ABL regimes occurring during convectireutral and stable conditions. Criteria for casecsi®on included
nearly constant values of wind speed, wind directamdHs, over time windows of a few hours, with minimal snscale
variability and influences of moist processes.

Several periods approximating quasi-canonical cotiv& ABL conditions were found within the obseivatl data,
with the most ideal, that occurring during the apézolar heating during the early afternoon oy Jyl2012, selected for
the convective case study. In contrast, canonieatral conditions occurred relatively infrequentynd for much shorter
durations, during evening and morning transitigkxstransitional boundary layers contain the impahpreceding stable or
convective forcing, many of the candidate neutealqals showed strong influence from prior statestans were not
considered. Furthermore, sonic anemometers on ¢heamlogical tower are mounted on the booms pugriti the West-
northwest direction while the dominant wind directiat the SWIFT tower is Southerly. As such, mdshe candidate
neutral cases occurred during times at which teuments were influenced somewhat by the toweewdkth respect to
these constraints, the optimal neutral case stadyreed during the evening transition of August2d12.

While stable conditions are of high importanceviand energy, the combination of difficulties in sifging proper

forcing (to capture the correct evolution of thetuonal low-level jet) and the high computationahtinds imposed by the
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fine mesh resolutions required to capture sustatimdxlilence during moderately stable nocturnal @@ precluded

inclusion of a stable case study in the preseitystu

2.2 Simulation code bases

Three code bases representing standard approachA84 tsimulation are examined.
2.2.1 WRF

The Weather Research and Forecasting (WRF) molah{&ock et al., 2008) is a community atmosphénigtion
framework that supports applications ranging frdabgl to micro scales, including LES, with sevesabfilter scale (SFS)
models available. WRF uses finite differencingdtve the compressible Euler equations, using & tiple stepping
algorithm within the Runge-Kutta time integratiacheme, and a filter for acoustic modes. Advectigeretization options
include second- through fifth-order in the horizirgnd second- or third-order in the vertical.

The WRF model uses a Cartesian mesh, with variaplesified on an Arakawa “C” grid. Vertical spacisgpecified
using a terrain-following pressure-based eta coaitéi
At the model top, WRF imposes free-slip foandv, with vanishingw and fluxes. For the studies herein, the surfaaeesh

the same Monin-Obukhov similarity approach as @iad within all three code bases, and describdalhe

2.2.2 SOWFA

The Simulator fOr Wind Farm Applications (SOWFAJXX®B/FA, 2015) is a collection of flow solvers, turbote SFS
parameterizations, boundary conditions, and @dlifor computing wind plant flows. SOWFA is buiian the Open-source
Field Operations And Manipulations (OpenFOAM) CFBolbox (OpenFOAM, 2015), a popular, open-sourcetet
libraries for solving partial differential equatjnOpenFOAM, hence SOWFA, uses an unstructuredinfiage-volume
formulation for solving the governing equationsevé&ral options exist for spatial discretizationthngecond-order central
differencing typically used for the advective anffusive terms. Time advancement is also secongwadcurate with
Crank-Nicolson implicit discretization. SOWFA'©f solver is Boussinesq incompressible. All vaighdre located at cell

centers, and to avoid velocity-pressure decoupéirighie-Chow-like interpolation of velocity flux tell faces is used.
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SOWFA includes Schumann’s boundary condition fofase stress and additional boundary conditionstoface

temperature flux or cooling rate.

2.2.3 HiGrad

The High Gradient applications (HiGrad) model (Saeteal., 2016) discretizes the fully compressiblen-hydrostatic
Euler equations using the finite-volume techniqurean Arakawa “A” grid. A variety of even- and oddder advection
schemes (first- to fifth-order accurate), as wslhao LES SFS models, are available. A third-oedgslicit Runge-Kutta

time-marching method is used in the present study.

2.3 Surface boundary conditions
For all simulations, the surface boundary conditgom = 0 with Monin-Obukhov logarithmic similarity theoryvonin

and Obukhov, 1954) used to prescribe fluxes of mum (with moisture ignored in these simulatiors) a

13 = —CpU(z)u(z), 1)
and heat,
Hg = —Cp[0s — 0(z,)]. 2

Herein,U is the scalar wind speed, are the resolved zonal £ 1) and meridionali(= 2) velocity components;, is the
lowest computed height above the surface,@nid the surface potential temperature, véite T (p,/p)?/», where

po = 1 x 105 Pa is a reference valuk,is the gas constant for dry air, angis the specific heat of dry air at constant

Z1+2Zg

-2
pressureC, = k? [ln( P (E))] in Egs. (1) and (2) is the surface-atmosphere angd coefficient, witlx, the

Zo

roughness length, anpi(%) the stability function. During convective conditg we follow Aryg2001) and Stul{1988) and

2 1/4
usey,y (%) =In [(HZ—XZ) (“—X) ] —2tan”'(x) + 7, with y = (1 - 15%) . HereL = [ —u36,,]/[xgH;] is the Obukhov

2
length, withu, = [(t55)? + (153)?]1Y4, 6,, = 300 K a reference value of the virtual potential terapere,0, =

6(1 + 0.61q,,), whereg,, is the water vapor mixing ratia,= 0.4 is the von Karman constant, agds the gravitational
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acceleration. For dry conditiong, = 0 andd,, = 8. Due to the interdependence®f andL during non-neutral conditions,

an iterative procedure is applied.

2.4 Turbulence subfilter-scale (SFS) parameterizatins

Four SFS parameterizations were used in the sétstinalysis (fuller descriptions are availabldtie references).

2.4.1 Smagorinsky

The Smagorinsky closure (SMAG) (Smagorinsky, 1968y, 1967) parameterizes the SFS stressesas —ZKMSL-]-,

wherekK,, = (Csl)2|§i]-| is the eddy viscosity coefficient for momentufy,is the model constartt= (Ax;)*/? is a length

~ UAs ou;\ . . . .
scale, and;; = %(% + a—z’) is the resolved strain-rate tensor. Tildes denetelved components of the flow, with=
Jj i

1,2,3 indicating the velocity components in the(u), y- (v), andz- (w) directions, respectively.

Scalar fluxes are given l§y = —2K, %, with K, = Pr~'K,, defining the eddy viscosity coefficient for scajarand
]

Pr the Prandtl number. Default values utilized hess@C; = 0.18 andPr~! = 3, with [ = (AxAyAz)'/3. Modifications

applied within WRF and SOWFA during stable condisiare ignored herein.

2.4.2 Lilly
The Lilly model (LILLY) (Lilly, 1967) is similar tothe Smagorinsky closure, but usgs = C,lv/e, with C, = 0.1 the
model constant, anelthe SFS turbulence kinetic energy, obtained \iegration of one additional prognostic equatiore(se

code description references for implementationitigta

2.4.3 Nonlinear backscatter and anisotropy

The Nonlinear Backscatter and Anisotropy (NBA) miq#@sovic, 1997) includes both a linear eddy viscosity
component, similar to SMAG and LILLY (but with déffent values for the constants), and a seconddentaining
nonlinear products of strain rate and rotation tatsors. The NBA model can be formulated exclugiireterms of velocity
gradients or also using(NBA-TKE), with each dependent upon a single patam the backscatter coefficient = 0.36

(see above reference for details). As the NBA megetifies only the stresses, which directly deteermomentum,
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turbulent diffusion of scalars uses either the SM&YQG&ILLY closure, withK,, diagnosed from the flow, and used only to

computek,.

2.5 Simulation setup

Simulations utilized domains of 2.4 km x 2.4 km k@ for the neutral case and 6 km x 6 km x 3 kntffierconvective
case, in the-, y- andz-directions, respectively, with convective conditsarequiring larger domains due to deeper ABLs
and convective rolls. Constant horizontal grid spgis used for all simulations. The convective @imtions used constant
vertical grid spacing throughout, while the neusiiahulations used stretching (by 10 % pe) for z > 500 m.

While SOWFA and HiGrad use height as the verticalrdinate, WRF's use of a pressure-based coordpratdudes
exact specification of heights above the surfduergfore the heights of the pressure levels atialined using the
hypsometric equatiom,(z) = psexp(—gz/(RT)) (Holton, 1992), withp, the surface pressurk,the dry air gas constarft,
the standard atmosphere average temperature oeetical layer of deptiAz, with z the grid cell midpoint height value.
Subsequent changes to the thermodynamic state atthosphere during simulation can cause the teagiitesponding to
the initial eta values to vary by a few percentrdire.

Each simulation utilized damping in the upper mortof the model domain to prevent wave reflectibtha model top.
WREF utilized Rayleigh damping, which nudges theizental wind components toward their geostrophicies, with a
coefficient value of 0.003’ and exponentially decreasing strength approadhiagnodel top. HiGrad used a similar
Rayleigh damping function to that of WRF. SOWFA iaglks damping in the upper region of the domaisrgothly
transitioning from using purely central differengiof the advective term to a mix of 90 % central 40 % upwind above a
specified height. For all simulations, damping wagplied within 400 and 600 m of the model top dgiime neutral and
convective simulations, respectively.

Simulations were initialized with thermodynamic iadtes approximating observations during the tweecstudies
described previously. Initial horizontal wind conmgmts were: = u,, v = v, andw = 0, with potential temperature
profiles of6(z) = 85 + a(z) + d'(z). Here,8(z) = [p,/p (2)]°?8®, wherep,=1000 hPa is a reference pressdgeis a
background constant value(z) specifies an inversion, to prevent turbulence freaching the model top, ant{(z) are

small perturbations [+0.25 K], drawn from a uniform distribution, and scalechadecreasing cubic function of height

9
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from the surface. These small perturbations aréeappnly to the initial condition to seed turbuden The neutral

simulations used; = 300 K, with the termination of the perturbations arabé of the inversion specified at 500 m, with an
inversion strength of 10 K kth The convective simulations uség = 309 K, with perturbations up to 400 m, and an
inversion beginning at 600 m, with a strength & km™. SOWFA, which use temperature rather thaspecified initial
temperature to be consistent wétlas described above. WRF and HiGrad specified eolsyatic base state pressure
distribution using the above describ@distribution andhs = P,. SOWFA, which uses an incompressible solver, and
therefore requires no background pressure (onlgignés of pressure are resolved), added a backdreaine ofp, the
computed pressure field to be consistent with thercsolvers.

For these idealized simulations, which were bagshtase studies with no precipitation, and littudiness or
synoptic-scale weather variability, the simulatiovere initialized dry, and the only physical pracearameterizations
utilized were SFS turbulence fluxes, with surfagesible heat and stresses as described in Sect. 2.3

Due to the initial flow field being nonturbulent@not in balance with the applied geostrophic fogeia spin-up period
was required for the flow statistics to approacarhyesteady values. During neutral conditions,shm-up period is longer,
due to the weak turbulence forcing, and existeri@nonertial oscillation with a period of sevehalurs (at the specified
latitude of 33.5 degrees). As differences in mddehulation, resolution, and SFS model all influeribe period of the
inertial oscillation, via impacts on turbulent tsport, the simulations were compared during thehaars surrounding the
point in time in which each simulation reachediitst maximum in the planar, 10-minute average rmmtal wind speed at
80 m above the surface. The time of occurrenchefitst wind speed maximum varied between 11 @nddurs following
initialization, depending on model configuratiordaorcing. While the flow had not equilibrated cdetgly, this
methodology allowed for comparison at the sametpoithe evolution of each simulation. Further, &speed values at 80
m varied by only a few tenths of a m ever the period spanning the peak, yielding mihimpacts on quantities of interest.
Continuing the simulations further in time wouldvhaachieved only negligible changes at the expehssducing the
number of configurations examined, given the higimputational expense of each simulation.

For the convective case study, which requires nsidnter spin-up due to strong buoyant forcing datig turbulence

and ABL characteristics, the model solutions wenmpared after one hour.

10
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2.6 Sensitivity experiments

Sensitivities of the simulations to variabilitymmodel forcing, numerical methods, configurationd &mrbulence SFS
models were obtained from a suite of simulatiorisgudifferent values of relevap@arametersSensitivity to forcing was
examined by varying/, andz, around estimated base values (as described inSgyturing the neutral case study, and
using two representative valuesHy, with U, andz, values held constant, during convective condijio@snfiguration
parameters included mesh resolution in the verfital and horizontal{x = Ay) directions, the combination of which
determine two other parameters that impact modébpeance, the grid aspect ratio= Ax/Az, andl. Vertical and
horizontal mesh resolutions were therefore vamei@pendently to isolate sensitivities to each. Heitg to different orders
of accuracy of advection schemes in both horizotét), and verticaD (v), directions, was also examined.

While forcing and configuration parameters couldsaged within all code bases, not all codes sugabomultiple
options for all parameters. The sensitivity expenits therefore involved changes both across ardnvihie different codes.
Due to the large number of parameters, assessngipacts of each independently was infeasibléeaus forcing,
configuration, numerics and SFS turbulence optigeie combined into a large yet feasible suite wiusations listed in
Tables 1-2 (the * symbol in the SOWFA simulationdi¢ates reductions of the model constant§gte 0.135 and
C, = 0.0673, the latter resulting in an effectivg value of 0.135; see Sullivan et al., 1994). Whasults from all setups in

Tables 1- 2 were analyzed, for brevity only a stitsspresented herein.

11



Table 1. Forcing and configuration parameters for tle neutral-case sensitivity studies, using WRF (W#BOWFA (S#) and HiGrad
(H#), as described in the text.

Case | U, [ms7 |z, [m]| Ax[m] | Az [m] | I [m] a | nx | nz [O(h) | O(V) | SFS Model
W1l |65 0.05 |25 7.5 16.74 33 |96 [176 |5 3 Lilly
w2 |[7.15 01 |25 7.5 16.74 33 |96 [176 |5 3 Lilly
W3 |[5.85 0.01 |25 7.5 16.74 33 |96 [176 |5 3 Lilly
W4 |65 0.05 |15 5 10.40 | 3 160 | 250 | 5 3 Lilly
W5 |65 0.05 |25 7.5 16.74 33 [96 [176 |2 2 Lilly
W6 | 6.5 0.05 |15 15 15.00 | 1 160 | 120 | 5 3 Lilly
W7 |65 0.05 |25 7.5 16.74 33 [96 [176 |2 2 SMAG
w8 |6.5 0.05 |15 15 15.00 | 1 160 | 120 | 2 2 SMAG
W9 |65 0.05 |25 7.5 16.74 |33 |96 [176 |5 3 NBA-TKE
W10 | 7.15 01 |25 7.5 16.74 |33 |96 [176 |5 3 NBA-TKE
W11 | 5.85 0.01 |25 7.5 16.74 |33 |96 [176 |5 3 NBA-TKE
W12 | 6.5 0.05 |15 5 10.40 | 3 160 | 250 | 5 3 NBA-TKE
W13 | 6.5 0.05 |25 7.5 16.74 |33 [96 [176 |2 2 NBA-TKE
W14 | 6.5 0.05 |15 15 15.00 | 1 160 | 120 | 5 3 NBA-TKE
W15 | 6.5 0.05 |25 7.5 16.74 |33 [96 [176 |2 2 NBA
W16 | 6.5 0.05 |15 15 15.00 | 1 160 | 120 | 2 2 NBA
W17 | 6.5 01 |25 7.5 16.74 |33 |96 [176 |5 3 Lilly
W18 | 6.5 01 |25 7.5 16.74 |33 |96 [176 |5 3 SMAG
W19 | 6.5 01 |25 7.5 16.74 |33 |96 [176 |5 3 NBA
S1 |65 0.05 |15 15 15.00 | 1 160 |96 |2 2 Lilly

s2 |7.15 01 |15 15 15.00 | 1 160 |96 |2 2 Lilly

S3 [5.85 0.01 |15 15 15.00 | 1 160 |96 |2 2 Lilly

S4 |65 0.05 |75 7.5 750 |1 320 [175 | 2 2 Lilly

S5 |65 0.05 |15 15 15.00 | 1 160 |96 |2 2 Lilly

S6 |65 0.05 |25 7.5 16.74 33 [96 [175 |2 2 Lilly

S7 |65 0.05 |25 7.5 16.74 33 [96 [175 |2 2 SMAG
S8 |65 0.05 |15 15 15.00 | 1 160 |96 |2 2 SMAG
S9 |65 0.05 |15 15 15.00 | 1 160 |96 |2 2 SMAG*
S10 |65 0.05 |75 7.5 75 |1 320 [175 | 2 2 Lilly*
S11 |65 0.05 |15 15 15.00 | 1 160 |96 |2 2 NBA-TKE
S12 [ 7.15 01 |15 15 15.00 | 1 160 |96 |2 2 NBA-TKE
S13 | 5.85 0.01 |15 15 15.00 | 1 160 |96 |2 2 NBA-TKE
S14 |65 0.05 |75 7.5 750 |1 320 [175 | 2 2 NBA-TKE
S15 | 6.5 0.05 |25 7.5 16.74 |33 [96 [175 ]2 2 NBA-TKE
H1 |65 0.05 |15 15 15.00 | 1 160 [ 98 |5 5 Lilly

H2 [7.15 01 |15 15 15.00 | 1 160 |98 |5 5 Lilly

H3 |[5.85 0.01 |15 15 15.00 | 1 160 [ 98 |5 5 Lilly

H4 |65 0.05 |75 7.5 750 |1 320 [174 |5 5 Lilly

H5 |65 0.05 |15 15 15.00 | 1 160 [ 98 |3 3 Lilly

H6 |65 0.05 |25 7.5 16.74 |33 [96 [174 |5 5 Lilly




Table 2. Forcing and configuration parameters for tle convective-case sensitivity studies, using WRF @& SOWFA (S#) and
HiGrad (H#), as described in the text.

Case | Uy[ms"] [Hs[KmsT |Ax[m] [Az[m] [I[m] | a | nx | nz [ O(h) |O(v) | SFS Model
wi |9 0.3500 30 10 208 [3 [96 [200 |5 3 Lilly

w2 |9 0.3500 20 20 20 1 [96 [200]|5 3 Lilly

w3 |9 0.3500 15 5 104 [3 [96 [200 |5 3 Lilly

w4 |10 0.4364 30 10 20.8 |3 [160 [ 300 |5 3 Lilly

w5 |10 0.3500 30 10 208 [3 [96 [200 |5 3 Lilly

we |9 0.3500 30 10 20.8 |3 [160 [ 100 |2 2 SMAG
w7 |9 0.3500 20 20 200 [1 [96 [200 |2 2 SMAG
ws |9 0.3500 30 10 20.8 |3 [200 [300 |5 3 NBA-TKE
wo |9 0.3500 20 20 20 1 [300 [200 |5 3 NBA-TKE
w10 |9 0.3500 15 5 104 |3 [400 | 600 |5 3 NBA-TKE
wi1l |10 0.4364 30 10 20.8 |3 [200|300 |5 3 NBA-TKE
w12 |10 0.3500 30 10 20.8 [ 3 [200[300 |5 3 NBA-TKE
w13 |9 0.3500 30 10 20.8 [3 [200[300 |2 2 NBA
w14 |9 0.3500 20 20 20 1 [300 [150 |2 2 NBA

S1 9 0.3500 20 20 20 1 [300 [150 |2 2 Lilly

S2 9 0.3500 10 10 10 1 [600 [ 300 |2 2 Lilly

S3 10 0.4364 20 20 20 1 [300 [150 |2 2 Lilly

S4 9 0.3500 30 10 20.8 [3 [200[300 |2 2 Lilly

S5 9 0.3500 20 20 20 1 [300 [150 |2 2 SMAG
S6 9 0.3500 20 20 20 1 [300 [150 |2 2 Lilly*

S7 9 0.3500 20 20 20 1 [300 [150 |2 2 SMAG*
S8 9 0.3500 10 10 10 1 [600 [ 300 |2 2 Lilly*

S9 9 0.3500 20 20 20 1 [300 [150 |2 2 NBA-TKE
S10 |9 0.3500 10 10 100 [1 [600 | 300 |2 2 NBA-TKE
S11 |10 0.4364 20 20 20 1 [300 [150 |2 2 NBA-TKE
S12 |9 0.3500 30 10 20.8 |3 [200 [300 |2 2 NBA-TKE
H1 9 0.3500 20 20 20 1 [96 [200]|5 5 Lilly

H2 9 0.3500 10 10 10 1 [96 [200]|5 5 Lilly

H3 10 0.4364 20 20 20 1 [96 [200]|5 5 Lilly

H4 9 0.3500 10 10 10 1 [160 [ 300 |3 3 Lilly

H5 9 0.3500 30 10 208 [3 [96 [200 |5 5 Lilly

3 Results

3.1 Qualitative assessment
First, high level results from the sensitivity siiations are shown to indicate some key differerma/een the case

studies and solvers. A more detailed comparisoranbus flow parameters from the simulations isvided in Sect. 3.2.
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3.1.1 Neutral case

Figure 1 shows instantaneous horizontal wind sjpeti in bothx-y cross-sections at 100 m above the surface (top)
and in verticak-z cross-sections at thedirection midpoint (bottom), from all three solsefrhe same forcing is used for
all simulations, with the exception being the gemsitic wind direction, which was set to westerlythie HiGrad simulations,
rather than northwesterly in WRF and SOWFA. Duthtvidealized setup, using flat terrain, homogeseuface and
atmospheric forcing, and periodic LBCs, the onligeff of this difference is to rotate the simulatédd direction, with no
impacts on relevant flow characteristics. Each $atmn used a grid resolution of 15 m in all diiens, with the
discretization of the advective term the lowesteoraption,0(h) = 0(v) = 2, in WRF-LES and SOWFA, and 3 in HiGrad.
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Figure 1: Comparisons of instantaneous horizontal d speed [m §] from the neutral case study, at 100 m above theigace (top
row) and in a cross-stream plane midway through thedlomain (bottom row) from WRF (left), SOWFA (middle) and HiGrad
(right). In each case, the external forcing was thsame, grid resolution was 15 m in each directiomnd the advective scheme was
the lowest-order option for each solver.

While differences among the solutions are appagghthree solvers show similar characteristic tlence structures,
namely the elongated low-speed streamwise strigtareange of sizes of turbulence structures, démimg with increasing

proximity to the surface, and similar ABL heightlsie to the capping inversion.
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Figure 2 shows the impacts of increasing both tigergsolution and the accuracy of the advectiverajors within the
same solver, in this case HiGrad, on instantanednus speed, in the same two planes as Fig. 1. Tidesgacing was
decreased by a factor of two in all directions, le/Bi(h) andO (v) were increased from 3 to 5. Results of these amng
include a broader range of flow structures, paldidy at the small-scale end of the spectrum, dumdre of the inertial
subrange being explicitly resolved, as well asviider range of magnitudes, with both lower mininmal digher maxima
within the resolved structures. Similar impactsevebserved for all three solvers under correspanclianges to grid

resolution and advection schemes (not shown).
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Figure 2: Comparisons of instantaneous horizontal ad speed [m §] from the neutral case study, at 100 m above theigace (top
row) and in a cross-stream plane midway through thelomain (bottom row) from the HiGrad solver operating at 15 m resolution
in each direction and using order 3 advective disetization (left), and 7.5 m resolution in each diretion and order 5 advective
discretization (right).

3.1.2 Convective case

Figure 3 shows instantaneous cross sections ohf@téemperature in both they plane at 100 m above the surface
(top), and thec-z plane at the domaip+-direction midpoint (bottom), from the convectivase study, using the WRF (left),
SOWFA (middle) and HiGrad (right) solvers, as ig.Fi. Each of the simulations shown in Fig. 3 usledtical physical

forcing Uy, Hs, andz,,), however different numerical settings and gridfagurations were employed. With near-surface

15



10

15

flow parameters showing strong sensitivity to théue ofa near the surface in previous LES studies (BrassediWei,
2010; Mirocha et al., 2010; Ercolani et al, 20E8¢h simulation shown in Fig. 3 utilized theralue that produced the best
agreement with the expected logarithmic similasityution in the surface layer within that solves&a = 1 — 2 for
SOWFA and HiGrad, and = 3 — 4 for WRF. Therefore, the HiGrad and SOWFA simulasichown in Fig. 3 usn
isotropic grid witha = 1 and with grid cell sizes of 20 m in each directiatile WRF uses = 3, with horizontal and
vertical grid spacings of 30 and 10 m, respectivéty compensate for the coarser horizontal resmiuthe WRF simulation
used its highest-order advection optiofdéh) = 5 and,0(h) = 3, while the lowest-order optiong,and 3, were used for

SOWFA and HiGrad, respectively.
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Figure 3: Comparisons of instantaneous potential taperature [K] from the unstable case study, at 10@ above the surface (top
row) and in a cross-stream plane midway through thelomain (bottom row) from WRF (left), SOWFA (middle) and HiGrad
(right). Each simulation used the same external foing but different solver options, as described infte text.

Inspection of Fig. 3 reveals qualitative similatitiin resolved flow characteristics, including shapes and sizes of the
turbulent structures in both cross sections. Howahe WRF simulations exhibit less fine-scale ctuee than the others,
despite the use of higher resolution in the velrticction, and higher-order advection operatordicating that horizontal
resolution is the dominant factor influencing tieedistribution of resolved scales, within the miaed range of parameter
values. The slightly higher temperatures withintBF ABL (Fig. 3) are most likely artifacts of tiRayleigh damping

imposed above the ABL, which relaxes temperatuok baits initial value beginning just above the IABp. WRF also
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generates a slightly deeper ABL, likely due to embmation of higher vertical resolution and a warrA8L, the latter
slightly reducing the relative strength of the dagpnversion. HiGrad results in the shallowest ABlespite using the same
resolution as SOWFA, likely due to its use of ad-@dder advection operator, which being more disperthan SOWFA's
even-order operator, slightly reduces TKE (see Fog).

Figure 4 isolates the impact of changing only tresimresolution (by a factor of three in each dioegtwithin the same
solver (WRF) while leaving all other settings c@mit Instantaneous cross sections in the samelamepas shown in Fig.
4, from the coarse- (left) and fine-resolution fitigsimulations, show that while both resolutioagttire the same
morphological characteristic, most notably quadliitar convective cells of similar sizes and magdds, an increased

range of scales of motion are captured with therfresolution LES.
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Figure 4: Comparison of instantaneous potential teerature in the convective case at 100 m above tbarface (top row) and in a
cross-stream plane midway through the domain (bottm row) from the WRF-LES solver operating at 30 m horzontal by10 m
vertical resolution (left) and 15 m horizontal by 5m vertical resolution (right).

3.2 Quantitative assessment

The ABLs and simulations thereof comprising thigdgtare approximately horizontally homogeneoustaedefore
averaging over horizontal planes could be appliedgsessment. However, considering that futumengld studies will
involve heterogeneous boundary layers under tinmghva forcing, temporal averaging and spectral gsialin the
frequency domain is instead utilized. Simulatiosults therefore consist of a single vertical peofdcated near the center of

the computational domain, output every second (Jlddzing the time window of analysis.
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3.2.1 Neutral case

As described above, the evening transition of Atdids 2012 provided the best approximation to caramear neutral
ABL conditions within the observational datasetwewer subsequent detailed analysis of turbulergtidrenergy (TKE)
measured with sonic anemometers at the SWIFT tet@wved that sonic anemometers were partially imidlee of the
tower, resulting in larger measured TKE values tivhat would be expected in unobstructed flow urilersame
conditions. As the tower cross section and latticecture comprise length scales much smaller tiraicharacteristic
production scales of turbulence for the considéiBd types, most of the covariance, arising mostbni the largest eddies,
is hypothesized to have been only minimally impddig the tower. Therefore, while preventing a detacomparison of
TKE, other parameters not strongly impacted bygisi-random perturbations created by tower intenag, such as
turbulent stresses and velocity spectra and caspeetre compared qualitatively. Mean wind speeatidirection profiles,

which showed no evidence of tower wake influencesencompared quantitatively, as described below.

3.2.1.1 Sensitivity to model configuration

Figure 5 shows time averaged profiles of wind sfemah simulations using all three solver bases, gamad both
against measurements at the SWIFT tower (left),tarlde theoretical logarithmic profiles in the fae layer (right).
Measurement variability is shown as “uncertaintgtdithat signify one standard deviation from a medne computed as a
90-minute time average. All simulations use théyl4FS model and the highest-order advection oiailable. Two
different grid setups were used, with horizontal &artical grid sizes of 25 and 7.5 m for WRF, t#sg in a = 3, and 15
m each for SOWFA and HiGrad, resultingan= 1, yielding optimal performance for each model, asalibed in Sect. 2.6.

Despite the use of different numerical and griccéfmations, all simulations produced generally dagreement with
measurements, falling within measurement varigbilihe measured wind speed profile does not inereamotonically
with height, as would be expected in canonical ABk, indicating the presence of height-dependearidient processes
and forcings. Considering that such processes tdmencaptured with idealized forcing and simulaetups, the agreement
between model output and the data can be considgitelgood. The logarithmic profile in the surfaager is also captured
well, despite the known tendency of the Lilly Sk8gmeterization to overpredict non-dimensional shelative to a

logarithmic profile in the surface layer of a n@litABL (Brasseur and Wei, 2010; Mirocha et al., @01
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Figure 5: Simulated profiles of time averaged windgpeed plotted against observations (left: a, ¢, ahd the theoretical logarithmic
profile shape (right: b, d, f), from the neutral case study, using HiGrad (top: a, b), SOWFA (middlec, d), and WRF (bottom: e, f)

Figure 6 compares simulated wind speed profilesgufie three models, all with isotropic grid formtidns, while also

5 showing the impact of using two different SFS pagtarizations in WRF, Lilly and NBA-TKE. Again, ressiare generally
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similar, with HiGrad showing slightly smaller wirsgheeds above 50 m, slightly closer to the meaheobbservations, than

SOWFA and WREF. All models reproduce logarithmicmsarface shear profiles reasonably well (Fig. 6b).
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Figure 6: Impacts of different solvers, all usingsotropic grids of 15 m in each direction, on simul@d profiles of time averaged
wind speed plotted against observations (a) and theoretical logarithmic profile shape (b), from the neutral case study.

The impact of different advection operators was alsalyzed. Here, only results from HiGrad and VdRE-presented,
as SOWFA includes only one advection option. Figuslows results from HiGrad with(h) = 0(v) = 3 and 5 upwind
advection schemes, indicating better agreementméhsurements using higher-order schemes. Figsinewds the impact
of different combinations of advective scheme aR& Stress model (Lilly and NBA) on WRF’s wind spgedfiles,

indicating that, for this suite of simulations,hait configuration choice results in variabilitysifnilar magnitude.
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Figure 7: Impacts of different advection schemes whin the HiGrad model, on simulated profiles of time averaged wind speed
plotted against observations (a) and the theoretitéogarithmic profile shape (b), from the neutral ase study.
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Figure 8: Impacts of varying advection schemes anBiFS models in WRF, on simulated profiles of time araged wind speed
plotted against observations (left: a, ¢) and theheoretical logarithmic profile shape (right: b, d), from the neutral case study.
Simulations used Lilly (top: a, b) and NBA (bottom:c, d) SFS parameterizations.

The relative performances of various configuratiaresassessed quantitatively using the Mean Alsé&ubr (MAE),

Root Mean Square Error (RMSE) and vertical sheamputed across two different depths. Tower MAE BMISE were

computed over all heights on the tower spannedé&yrtodel mesh (no extrapolation to tower valuesvaghe lowest

model height), by interpolating model values to $basor heights using cubic splines. Rotor MAE stmelr were computed

analogously over a depth of 40 to 140 m, corresipgritd the swept are of a representative modelityesicale wind

turbine with a 100 m rotor diameter and a hub heddl®0 m. Wind profile characteristics within aadross the rotor swept

area are relevant to both power production anddatioading.
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Table 3 shows the impact of varying the order efdadvective operators within the HiGrad model acheaf the above
statistics, indicating that changes to this configion choice result in generally small changegeilocity profile
characteristics across both the tower and the,raifitii neither the higher- nor lower-order resuitéably superior overall.

Table 3. Analysis of HiGrad performance using diffeent advection schemes with the Lilly SFS parameterion.

O(h) | O(v) | Tower Tower Rotor Rotor Shear
MAE RMSE MAE MAE

5 5 0.257532| 0.347688| 0.962881 | 0.464641

3 3 0.476375| 0.550672 0.780441 0.469093

Similar analysis was performed using the WRF medeying the order of the advection scheme and B® S
parameterizations, as summarized in Tables 4 are®,0(h) = 3, 4, and 5 were used in horizontal, &{@) = 2 and 3 in
the vertical directions. These advection schemeas waried in combination with the Lilly, NBA and MBTKE SFS
parameterizations. Tables 4 and 5 show that usffeyeht advection schemes results in variabilitgo@mparable or even
greater magnitude than that resulting from diff€i®RS parameterizations, with no choice clearlyesigp in all metrics.

As numerical simulations of homogeneous boundargrkagenerally represent ideal conditions, moréstea
simulations may include significant spatial gradéemssociated with, for example, microfronts. Rarhsapplications, odd-
order upwind schemes would likely be advantage®hs.analysis of WRF results indicates that theahof the advection
scheme could be as important as the choice offdteulstress parameterization and that the begbpaance is obtained
with specific combinations of SFS parameterizatiand advection schemes (also see Fig. 8).

Table 4. Analysis of WRF LES performance using differat advection schemes with the Lilly SFS parameterizian.

O(h) | O(v) | Tower Tower Rotor Rotor Shear
MAE RMSE MAE MAE
4 4 0.467305| 0.528563| 1.00501 0.442158
4 2 0.508327| 0.57355f 0.935463 0.517861
5 3 0.505225| 0.553126 0.863146 0.274315
2 2 0.505959| 0.562709 0.971018 0.312370
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Table 5. Analysis of WRF LES performance using differet advection schemes with the NBA and NBA-TKE SFS
parameterization.

SFS O(h) | O(v) | Tower Tower Rotor Rotor Shear
MAE RMSE MAE MAE
NBA 4 4 0.453424 0.516538 1.03934 0.439640
NBA 4 2 0.467305 0.528563 1.00501 0.442158
NBA 5 3 0.472353 0.574611 1.15841 0.288227
NBA-TKE 4 4 0.508327 0.573557 0.935463 0.517861
NBA-TKE 4 2 0.478253 0.544107 0.931736 0.518488
NBA-TKE 5 3 0.578476 0.634542 0.943913 0.291605

3.2.1.2 Sensitivity to forcing parameters

Assessment of sensitivity to two key boundary ctods and forcing parametets, andU,, is also performed. Each of
these parameters is typically held uniform in spaue constant in time in idealized LES, and theeefaust represent
average values. The baseline values for these péeesiz, = 0.05 m andU;, = 6.5 m s, were bracketed by two
additional cases, = 0.01 m andU, = 0.9U,,, andz, = 0.1 m andU, = 1.1U,,. The wind speed profiles resulting from
changes of these parameters in all three modelksharen in Fig. 9, indicating that each model exkiliie expected
behavior of increasing wind speed at upper measemelavels of the SWiFT tower whély is increased (Fig. 9, left).

The effects of varying, are better seen by comparing surface layer wieedprofiles with the logarithmic profiles
shown in panels on the right of Fig. 9. While abhfies appear nearly logarithmic, each model gatesra slightly different
slope of the wind speed profile near the surfaéth simulations using the smallggvalues showing smaller departures
from the baseline profiles than those using inadaglues, due to thg value being a factor of 5 smaller, versus only a

factor of 2 larger, in the reduced and increasédeveases, respectively.
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Differences in response to varying surface boundangitions among the models can likely be atteldub differences
in implementation of surface boundary conditionsn€§idering the infeasibility of resolving the vissosublayer of a high-
Reynolds number ABL flow, due to both extreme cotapanal demands and uncertainties in details roite and surface
cover, LES of ABLs generally rely on approximateface boundary conditions that are in some forneagon the
assumption of a developed logarithmic surface layefile, modified by atmospheric stability (e.peng, 1984).

3.2.1.3 Assessment of high-resolution simulations

The preceding analysis of sensitivity to model ggunfation and forcing parameters utilized simulasi@onducted with
moderately-fine grid resolutions. A more detailsdessment of model performance based on highdutiesosimulations
of the baseline case gf = 0.05 m andU,, = 6.5 m s' was also conducted. Each of the higher-resoligiomlations was
configured according each model’s optimalalue, with HiGrad and SOWFA using an isotropid grith « = 1, with grid
cell sizes of 7.5 m in each direction, while WRIedig = 3, with horizontal and vertical grid spacings ofdrid 5 m,
respectively. To maintain the same domain size réfiGand SOWFA useg0 x 320 x 200 grid cells in thex-, y- andz-
directions, while WRF useti60 x 160 x 300, respectively. All simulations used the Lilly Sk#del.

Comparison of simulated and observed time-averaged speed profiles is shown in Fig. 10a. Excellmgteement is
observed between SOWFA and WRF model results, pachicting slightly higher magnitudes than HiGradth all
simulations falling within the range of observediahkility. Each simulation also produced good agrest with the
logarithmic profile in the surface layer (Fig. 10Bemporal variability of the ten-minute averagedvspeed for each
simulation is shown in Fig. 10cde, denoted as ‘féibars, representing one standard deviation frieenmhean over all ten-
minute averages. All three models result in simigmporal variability, all markedly lower than thaftmeasured profiles.
The difference between simulated and measuredbititfacould be attributed to the fact that ideelizsimulations forced
with constant and uniforrti, did not account for possible variability in largeale forcing that could be associated with the
evening transition. Also, the SWIFT tower wake efée as described in Sect. 3.2.1, have likelyieidify enhanced velocity
variations, as is discussed in more detail belowrddver, simulated variability was calculated usindy resolved velocity

fluctuations, ignoring the SFS component which haye further increased the range of variabilityrfrihe simulations.
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Figure 10: Observed and simulated wind speed and miction, from the neutral case study, using higheresolution, with each
solver using its optimal aspect ratio and the LillySFS model. Top panels show each models’ mean windespls against observed
variability (left) and the theoretical logarithmic distribution (right). Middle and lower panels show each model’s mean and
variability relative to the observations, with wind direction shown in the lower right.
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For completeness, comparison between measuredranthted wind direction is shown in Fig. 10f. EXeett
agreement is observed except for a small differamtle lowest levels that could be potentiallyilatited to the effects of
small terrain heterogeneities not represented mitie simulations.

Quantitative MAE and RMSE values from the high-tedon simulations are presented in Table 6. Wahilgéhe
models perform well, the HiGrad simulations prodimeest values of wind speed MAE and RMSE overttiveer depth, as
well as the lowest value of wind speed MAE overriter heights. The SOWFA simulations achieve tivedst shear MAE
over a the rotor disk. It is noted that configuras used for the high-resolution simulations mayhawe been optimal for
each model. As discussed earlier, using model gardtions with different combinations of SFS modwmid advection
schemes may vyield better performance. In additiooertainty in the forcing conditions and the uadtress of the evening
transition may have contributed to these erronmsalli, WRF's relatively lower scores are likely pally attributable to use
of a factor of two coarser horizontal resolutiogldtive to the other models), a key modulator ebheed turbulence scales.

Table 6. Analysis of high-resolution LES performance sing different models with the Lilly SFS parameteriation for the neutrally
stratified ABL observed on August 17, 2012.

Tower Tower Rotor Rotor Shear
MAE RMSE MAE MAE
HiGrad 0.389418 0.446085 0.602712 0.242731
WRF 0.423833 0.525646 0.853757 0.0059832
SOWFA 0.410082 0.517239 0.925744§ 0.108117

In addition to wind speed and direction, time-agexhprofiles of vertical turbulent stresses= [(t;3)? + (1,3)?]/*
with 7,53 = (u'w') andt,; = (v'w'), and TKE= 0.5((u'u’) + (v'v') + (W'w')), were also examined. Hemérepresents an
instantaneous deviation from an average value, {mitmepresenting the averaging. Measured values edsts and TKE
were computed from tilt corrected and detrendefi-néde (50 Hz) measurements, while simulated valisesl 1 Hz output,
and include both resolved and SFS components. Measunts were subsampled to 1 Hz to match the sfionlautput.

Figure 11 shows time-averaged turbulent stressé} édnd TKE (right) from both simulations and obvsdions. All
guantities were computed over a 90 minute perigagus5 minute running values. In addition to theg@st 17 case,

observations here include an additional near-nkepéndod occurring during the morning of July 1012, which featured
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similar but slightly greater wind speeds (by apjmately 1 m & over the depth of the tower), but from a differdinection
that avoided tower wake contamination. Agreemetwéen the magnitudes of the simulated and obsestveds is
generally good, with similar values observed dubinth periods. Simulated TKE values, however, apeificantly smaller

than observed values during both periods, with mlesemagnitudes also differing substantially betwd® two periods.
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Figure 11: Simulated and measured turbulent stres@) and TKE (b), from the neutral case study.

An explanation for the large differences betweeasneed and observed TKE values, despite similasstvalues, is

that tower wake effects likely contributed smaficarrelated perturbations, enhancing the varianoatributing to TKE

10 while not strongly impacting the covariances thetedmine the stress. The larger observed TKE valugag the unwaked
July 10 case are likely due to greater verticaldshear occurring within the stable conditions pditg the near neutral
morning transition period. Observed TKE values nigithe August 17 case also could have been infectby residual
turbulence from the previous afternoon’s convectiimese factors highlight difficulties inherentdomparing observations
taken during near-neutral periods within a diualle, to idealized neutral simulations forced withdiurnal variability.

15

Despite the omission of diurnal variability (an¢het simplifications) in the idealized setups usetem, the stress values,
critical factors in turbine fatigue loading, werelixcaptured.

Figure 12 shows power spectra of streamwise (titpdad vertical velocity (top right) components,\sell as cospectra
of two turbulent stress componentg = (u'w') andt,; = (v'w’). All spectra and cospectra are computed at a
representative wind turbine hub height betweenr@20 m, but at slightly different heights due iffedlences between the

20 grid-cell height values of the simulations and tineer instrumentation. Values were computed froenltiHz data and

28



10

model output by dividing a 90-minute time serie® iaverlapping fifteen-minute intervals (overlappiover seven and a

half minutes) and averaging the resulting elevestsp and cospectra.
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The spectra shown in Fig. 12 (top) suggest thaptheary cause of the larger measured than sintilBkE values is

increased variability in the observed horizontdbgity components relative to the simulations, ljkéue to tower wake

effects. In contrast, the cospectra (bottom) shawhrbetter agreement between simulations and cdits@ng due to their

dependence upon correlated structures producedrinear dynamics, rather than the generally uretated structures

produced by the lattice tower.

Spectra and cospectra computed from model outgptadi a high-wave-number drop-off characteristifirte

difference and finite volume discretization schenfeaumerical scheme without full spectral resalotacts as a low-pass
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filter, where the filter width depends on the tygre order of the numerical scheme (Kosatial., 2002; Skamarock, 2004).

As can be seen from Fig. 12, all three models éixiilmilar high-wave-number drop-off characteristias expected, with

the SOWFA results producing slightly wider inersalbranges due to use of an even-order, centehednsc

Figure 13 shows velocity spectra and cospectra, Bigy. 12, from the unwaked July 10 case. As \ligh August 17

case, observed and simulated cospectra and verdilality spectra again agree well with each othlemvever, the absence

of spurious, tower-induced horizontal velocity pelsations greatly improves agreement between tresuaned and

simulated horizontal velocity spectra.
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3.2.2 Convective case

Simulations during convective conditions were assgsising many of the same criteria applied totharal
simulations, again evaluated using each solvertsmgpa values, here using coarser resolution than thealexase, with
HiGrad and SOWFA using grid cell sizes of 20 magcle direction, while WRF used grid spacings of 86 20 m,
respectively. All simulations were again configukeith the Lilly SFS model. HiGrad and WRF used haglder upwind
schemes, with HiGrad usir@(h) = O0(v) = 5, while WRF used (h) = 5 and0(v) = 3. SOWFA used (h) = 0(v) = 2.
All results presented herein are from simulatiosisig the smaller of the two valueskf = 0.35 K m s?, corresponding to
approximately 400 W i

Figure 14 shows wind speed (left) and directioght) profiles, again with “measurement variabilitydrs on the wind
speeds indicating one standard deviation aboutntien of the ten-minute average values from thereagens, from each
solver. During convective conditions, the WRF réesahow the closest agreement with the mean value observed
wind speed, with SOWFA and HiGrad producing sliglslbwer values, with all predictions falling withthe range of

observed values.
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Figure 14: Measured and simulated wind speed (a) anwind direction (b), using all three solvers, eachvith its optimal aspect ratio,
during the convective case study.

Figure 15 plots variability of the ten-minute avggavind speed values from each simulation, withnileasurement
variability bars signifying one standard deviatfoom the mean value over all two hours of the satiah. All three models

capture a similar range of wind speed variabilgyas observed, in contrast to the neutral casgided above, with good
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agreement for the convective case attributed tartbéels’ ability to accurately capture convectivebtlent structures
including updrafts and downdrafts, relatively stegdostrophic wind and surface flux forcing, andahsence of tower

wake contamination given the more southerly meardwlirection.
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5 Figure 15: Comparison of variability in observed anl simulated wind speed profiles using all three seérs, HiGrad (a), SOWFA (b)
and WREF (c), each with its optimal aspect ratio, dting the convective case study.

Quantitative MAE and RMSE scores, as in previobtets from the convective simulations, are providgte@iable 7.
Computed values of MAE and RMSE over all tower Iswa over the turbine rotor disk confirm our preys observation of
10 excellent agreement between the WRF simulatioriteeand measurements. Due to a well mixed layeracheristic of
convective ABLs, the shear over the rotor of a wimtbine is nearly zero and this is captured welthe models.
Assessment of turbulent quantities including TKiEesses, and here sensible heat flux, was agailedaut as

described for the neutral conditions, here ovevahour period. Figure 16 shows measured versuslaied (resolved +
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SFS) TKE (top left), streamwise vertical stresg (tight) and vertical sensible heat flux (bottorelng each solver.
SOWFA provides the closest agreement of predict€d With the observations, with HiGrad and WRF potidig
somewhat smaller values at all heights, but esfigciear the surface. Turbulent stress and senbité¢e fluxes both show

significant variability with height, with all modeésults agreeing broadly with the measurementslevire observed

5 sensible heat fluxes are based upon virtual patetetmperatureg, = 6(1 + 0.61q,,) with g, the water vapor mixing ratio,
the simulations were dry. Hence, while exact corisparof simulated and observed heat fluxes is nesible, the dry
conditions during the case study minimize discrepmbetween these quantities.

Table 7. Analysis of high-resolution LES performance sing different models with the Lilly SFS parameteriation for the
convective ABL observed on August 17, 2012.
Tower Tower Rotor Rotor Shear
MAE RMSE MAE MAE
HiGrad 1.12118 1.13787 1.54526 0.0339170
WRF 0.082512 0.109573 0.219478 0.0637622
SOWFA 0.638796 0.665692 0.411401 0.269006
10

As in the neutral case, spectra and cospectragaie aomputed, here by dividing two-hour time seif@o overlapping
twenty-minute intervals (overlapping over ten mas)tand averaging the resulting eleven spectrar&ij7 shows observed
and simulated spectra of the streamwise veloaity gft), vertical velocity (top right), as well abserved),, and simulated
6 spectra (bottom). For the velocity, agreement betwthe simulated and observed lower-frequencytrgpeontent is

15 good, with the expected attenuation of higher-festpy content from the simulated spectra due teriily effects of the grid
and numerics, as described above. Spectra of tamupervariables show greater low-frequency powanfthe simulations,
possibly due to the specified valueHf being greater than the actual values (which atawailable).

Figure 18 shows cospectra of the vertical velogityr the streamwise (upper left) and spanwise (upigét)
components, as for the neutral case, along witbetlod the measured vertical velocity ahdversus simulated vertical

20 velocity andd (bottom). As with the spectra, measured and sitedlaospectra likewise show good agreement, inatudi
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the sensible heat flux cospectrum, even thoughlateu temperature variance was higher than thtiteobbserved, (see

Fig. 17¢).
250 JIIIIIIIIIIIIHIIIIHHIIIHIII]»HIIIIIHIIIIIWIIIIHHL 250 _IIIHIIII II!IIIIII“I'IIIlHlllHllllII! III!IIIH_
- 2 U . L | -
n o (a): r - (b):
200 — £ o — 200 — cw o o -
o[ HIGRAD Lilly /,’; : i [ oo HIGRAD Lilly |2 © ! .
Lo memee WRF Lilly N 4 I TR WRF Lilly |=i 1 -
[ ==~ SOWFA Lilly Fagd " 7 T |---sowrAlLily|: ! B 7
_ 150 = | oOBS SO 1 180 pg oOBS i B
e - A > - I - ol -
—_ - /D - —t - A | o -
N = i - N = o B
100 L ol ] 100 r . \\ —
o Sm ] u R ]
- I.' ,/ - . 2 It .
50 — ;o & — 50 — © o —
, i C g ]
L 1 - - - \ .
- . 1 - L 5330 [ -
‘.’ ----- u """"" — L ety \—" -
0 7]1[[IIH\{H‘I‘I‘1‘[‘¥IIlIUHIHIHIIIIIIHIIIlIHIIIIHlIIDHHI 0 IIIHIIHlII'H.I‘H(’I‘ IlIIHIIr:%mIIHIHlIIIHIIH
0.0 0.1 0.2 03 04 0.5 0.6 0 1 2 3 4 5
Turbulent Stress [m® 5'2] TKE [m2 s'z]

250 llTIIIllT]I]ITIIIIIIHIIHHIIIHH!HII IIIIlHII]IIIHHH]HHIIHL

C : VG © 7

L i 1 _

200 — Y —

C i & [ HIGRAD Lilly| 7

L ' -+=-WRF Lilly ]

C ) i - ==SOWFA Lilly | ]

€ oo 1 ' b o ooBS ]

L ) 4

N C g ]

100 — T & —

C P ]

- ' 1 -

- ' 1 —

50 — o % b —

C - ]

L S A

= o /’,‘.:. 7

0 _IHIIIIH| IIHIIIIlHIIIIH\ %Y‘ﬂllllllllllllllllIHIIJIllllHIIIIr

1
00 01 02 03 04 05 06 07
Heat Flux [K m s]

Figure 16: Simulated and measured TKE (a), turbulenstress (b) and sensible heat flux (c), from the ceactive case study.

5 4 Summary and conclusions
With a view toward assessing the applicabilitydsfdlized LES to provide turbulent flow quantitidsraerest to wind
power applications, three different LES solversewatilized to simulate quasi-steady neutral andreotive ABL flow
regimes. Simulations were compared against obsensadver nearly flat and homogeneous surface ¢dwetwo case
studies featuring nearly-steady near-neutral am¢extive conditions, permitting use of idealizedgfeophic forcing,
10 uniform surface conditions, and periodic LBCs. Tiee solvers, encompassing a range of common icahé@rmulations

and turbulence SFS models, were subject to a sefrEmsitivity experiments to assess the impdctsdations of model
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configuration and forcing parameters on quantivieimterest, including wind speed, turbulent stessand fluxes, TKE,

spectra and cospectra.
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Figure 17: Simulated and measured spectra of streamise velocity (a), vertical velocity (b) and measd virtual potential
temperature versus simulated vertical potential terperature (c), from the convective case study.

A unique aspect of this study was computation oflehdurbulence statistics, spectra and cospectithgei frequency
domain, enabling direct comparison with observddes Spectral characteristics from all simulatidisplayed expected
qualitative characteristics, including peak eneaglow wavenumbers, an inertial cascade, and atemuof power with
increasing frequency. The narrower inertial subesngxhibited by the simulated versus the obsefeedsfwere due in part
to lower sampling rates of the simulations, angdart to the implicit model filter imposed by the sheand numerical

discretization, the latter evidenced by the slightider inertial subranges from the SOWFA simulasio
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Figure 18: Simulated and measured cospectra of vécal and streamwise velocity (a), vertical and spamise velocity (b) and
measured vertical velocity and virtual potential tenperature versus simulated vertical velocity and ptential temperature (c), from
the convective case study.

Comparison with observations reveals generally gmformance of all models, under a typical ranigeoofiguration
and forcing variations, supporting the use of idea LES to produce useful flow and turbulence peai@rs during
appropriate quasi-canonical flow conditions. Thevaxtive simulations provided generally better agrent with the
observations, especially in quantities expressaripbility, with superior performance attributednparily to buoyancy-
generated turbulence dominating other forcing. Whils difficult to attribute the sources of dispancies to features of the
forcing versus generic limitations of the modeisgg the limitations of the data and simplicitytbé model setups and
forcing, sensitivity to different advection schem8ES parameterizations, and forcing was evidentin#portant conclusion

is that the choice of advection discretization baras important as the SFS parameterization.
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Given the generally good performance of the idedlizES evaluated herein for simulating canonicassirideal cases,
future efforts will focus on further identifying sices of the discrepancies between the simulatiodghe observations,
including further isolation of the impacts of cheécof numerical methods, domain configuration, gimgsical forcing
parameter values on various quantities of intef@seé approach will be to conduct mesoscale sinauiatof quasi-ideal case
studies such as examined here to obtain bettenagsts of various forcing parameters not availatdmfthe observations, or
representable using constant values, such as chahgg over time, and advections of momentum and tempegat
Incorporation of these additional forcing paramgeteay enable quasi-idealized simulations to cagus@er range of
meteorological conditions, and also enable furtiecidation of the roles of numerical and confidiona changes in
simulation accuracies. Full coupling of microscafel mesoscale simulations will also be pursuedy avitiew toward
creation of a full-spectrum simulation capabilippéicable to arbitrary conditions. The present gtptbvides a necessary
first step and background support for future aseess of more general and robust mesoscale to neigl®gsoupling
techniques.
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