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Abstract. Wake interactions between wind turbines in wind farms leatetiuced energy extraction in downstream rows. In
recent work, optimization and large-eddy simulation wesebined with optimal dynamic induction control of wind fasm
to study the mitigation of these effects, showing potemi@ber gains of up to 20% (Munters & Meyers 20RHil Trans R
Soc A375 20160100, doi:10.1098/rsta.2016.0100). However, thepedational cost associated with these optimal control
simulations impedes practical implementation of this apph. Furthermore, the resulting control signals optiynadhct to
the specific instantaneous turbulent flow realizations endimulations, so that they cannot be simply used in genénal.
current work focuses on the detailed analysis of the optton results of Munters & Meyers, with the aim to identify
simplified control strategies that mimic the optimal cohtesults and can be used in practice. The analysis showsvthdt
farm controls are optimized in a parabolic manner withditipstream propagation of information. Moreover, turbiceas be
classified into first-row, intermediate-row, and last-rambines based on their optimal control dynamics. At the martbe
control mechanisms for intermediate-row turbines remaiciear, but for first-row turbines we find that the optimal tots
increase wake mixing by periodic shedding of vortex ringsisTbehavior can be mimicked with a simple sinusoidal thrust
control strategy for first-row turbines, resulting in robpswer gains for turbines in the entrance region of the farm.

1 Introduction

Wake interactions between turbines within a wind farm caeskiced power extraction and increased turbine loading in
downstream rows. The current control paradigm in such fayptisnizes performance at the wind-turbine level and doés no
account for these interactions, resulting in sub-optimialdafarm efficiency. In contrast, control strategies at fiduen level
allow to influence wake interaction and promise to improverait wind-farm performance by improving wind conditions
for downstream turbines. This can be achieved by redirggmopagating wakes (yaw control, see e.g. Fleming et al420
Gebraad et al., 2016; Campagnolo et al., 2016) or by affgtiie induced wake velocity deficits (axial induction cohtsee
e.g. Nilsson et al., 2015; Annoni et al., 2016; Bartl and 8eet2016). A more exhaustive survey of wind-farm control in a
broader context can be found in Knudsen et al. (2015) anddBueeet al. (2017).

In contrast to the studies cited above, that all focus orcssatpoint optimization of wind farms, Goit and Meyers (8D1
introduced a dynamic induction control approach based metaddy simulations (LES) and adjoint gradient optimaat
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In this study, individual turbines were used as dynamic flatwators that influence the wind-farm boundary layer flow in
such a way as to optimize aggregate wind-farm power extnaciihe methodology was applied to the asymptotic case of a
fully-developed ‘infinite’ aligned wind farm, and power gaiof about 16% were quantified. Later, this approach wassksd

in induction control studies of wind farms with entrancesett in Goit et al. (2016) and, more recently, in Munters arey&fs
(2017), where similar gains in the order of 15%—-20% wereead. It is important to note that the computational coshi t
LES-based dynamic induction control methodology is ordénmmagnitude too high for direct implementation as a prattic
control strategy. However, the methodology allows to ass$les theoretical potential for wind-farm control, and eased
understanding of the flow physics can lead to simplified cdstrategies that can be applied in practice.

Recently, the methodology of Goit and Meyers (2015) was gdized to include dynamic yaw control in Munters and Meyers
(2018). In this study, induction control and yaw control eeompared for a relatively small aligned wind farm, and yaw-c
trol was found to yield higher power gains for this setup.tkermore, the high potential of combined induction and yaw
control was quantified, and analysis of the yaw control digafiowed to identify practical simplified dynamic yaw couit
strategies. The search for similar practical control sgyts for induction control has remained unsuccessfult®. da

The current paper presents efforts on understanding optiomrol dynamics observed in the optimal induction cohtro
simulations by Munters and Meyers (2017) (further denoee®&17). The outline of the paper is as follows: first, Sect. 2
discusses the numerical setup and optimal control sinomgtof MM17 that will be further analysed in the current paper
Section 3 presents an analysis of the control and thrust fdynamics, and performs some numerical experiments taleligc
characteristics of the optimal controls. It will be showattthe coherent behavior of turbines situated in the first abthe
wind farm stands out from their downstream counterpartseéfier, Sect. 4 identifies the shedding of vortex rings ftioafirst
row based on a flow visualization. Further, a simple sinwsditrust control approach is presented that successftitlyign
this process with a robust increase in power extractioraeitn in the second row. Next, Sect. 5 shortly discusselsahavior
of the intermediate rows, i.e. turbines which have bothreash and downstream neighbors, for which similar simpldrobn
strategies remain elusive thus far. In conclusion, Seain@nsarizes the main findings of this paper.

2 Description of optimal control simulations in MM17

The current section describes the optimal control simaatiperformed by MM17, the results of which are further anedy
in the current paper. First, the methodology is introduddekn, the numerical setup is detailed. Afterwards, thenoigtition
results on power extraction and time-averaged flow fieldfestare discussed.

2.1 Control methodology

A schematic overview of the wind-farm control methodologiglhown in Fig. 1. Figure 1a illustrates the control bloclgdian:
an iterative optimization loop updates the wind-farm cohgector(t) until a set of optimized controkg®(¢) is found. This
optimization is based upon an unsteady turbulence-resphS wind-farm flow model, and sensitivities of the costdtional
7 (i.e. the total wind-farm power extraction) are calculatesihg an adjoint formulation of this flow model. In this way, a
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Figure 1. Schematic overview of wind-farm optimal control methodpidrom MM17.a) Control block diagram with adjoint gradient-based

optimization and LES flow models illustrating data flow of {jopal) controls<p('), system statg, cost functional # and its gradient ¢ .

b) Receding horizon framework subdividing time into discriéde advancement windows of lengffis with prediction horizonT'. Each

arrow represents a forward or adjoint LES. Every window &@is®f an optimization stage (blue and red lines) follow lflpe advancement

stage with optimal controlg® (green lines).

priori simplifications to the turbulent boundary layer anake representation are avoided as much as possible, analrtrelc

signals are designed in a such a way that turbines activplynta the dynamics of the turbulent flow. The optimization is

performed using a receding-horizon control framework]lastrated in Fig. 1b. In this framework, wind-farm consgb(t)

are optimized for a finite time horizdh, involving a sequential set of LES and adjoint LES simulagidJpon convergence of

5 the optimization, optimized control signals are applied fiow advancement simulation for a tirilg < 7', after which a new

optimization window is initiated.

Within each optimization window, the total wind-farm powsroptimized by solving the following partial-differentia

equation-constrained optimization problem:
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The cost functional that is optimized in (1) is the total wifadm energy extraction over time horizéh The control variables

15 are the time-dependent thrust coefficient setpdifits of every turbing (= 1... Ny), i.e.o = [C7  (1),...,CF v, (t)], and the
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state variables are denoted@s [u(x,t); p(x,t); CA”TJ(t), e @TM (t)], with @ the filtered velocityp the filtered pressure,
and@’T}i the (time-filtered) thrust coefficient for turbirng¢see below).

The filtered Navier—Stokes momentum and continuity stat@ggns in (2) - (3) are solved using an in-house LES solver
(see, e.g. Calaf et al., 2010; Meyers and Meneveau, 2010eGal., 2016 for a detailed discussion of the solver). Theeti
filtering state equation in (4) applies a one-sided expaakirhe filter to the thrust coefficient setpoir(ﬁg,i with a character-
istic wind-turbine response timescaldMunters and Meyers, 2016). Finally, the box constraint&inimit the variations in
the turbine thrust coefficients to technically feasibleuesl

The forces exerted by turbineon the boundary-layer flow are parametrized using a stanuamerotating actuator disk
model asf,(z,t) = —(1/2)6’}71(15)‘/;(t)z,%’i(m)ej_}i, where%; is a smoothed representation of the geometric footprint of
the turbine on the LES grid and, ; is the rotor-perpendicular vector. Further, the disk-aged velocity is defined dg =
(1/4;) [oZi(x)u- ey ; dx, with A; the rotor disk area. Mechanical power captured by the winblitie is calculated as
P; = (1/2)Cp,(t)Vi(t)? A, with Cp; = 0.9C7, ;, resulting from a fit of LES results to momentum theory, efiating the
overprediction of wind-turbine power on typical wind-fatr&S grid resolutions (Munters and Meyers, 2017).

2.2 Case setup

The wind farm considered in MM17 has an aligned pattern ofdi2srby 6 columns. The wind turbines have a hub height
zp, = 100 m with a rotor diameteD = 100 m, and are spaced apart byp6n both axial and transversal directions. The flow
is simulated on a domain df) x 3.6 x 1 km3, discretized on a simulation grid 884 x 192 x 144 grid points. A snapshot of
the streamwise velocity field is shown in Fig. 2. The wind famas controlled over a total a¥ 4, = 15 time windows with a
prediction horizorl” = 240 s (i.e. the time it takes for the flow to pass four rows of tudsinand a flow advancement time of
Ta=T/2=120s, resulting in a total control timé&,,, = N4T4 = 30 minutes.

A conventionally (greedily) controlled wind farm with sthaC’. = 2 was defined as a reference case. Note that this would
correspond to a farm with ideal turbines for which gener&oque is being controlled dynamically to track the maximum
power point at the Betz limit perfectly. In a real turbine tofler this may, e.g., be achieved with the extremum segkin
control proposed by Ciri et al. (2017). Several differertiroal control cases were defined, based on the wind-turleisigonse
time 7 = 0, 5, or 30 s (instantaneous, fast, or slow response, se€)Bgddhe maximal thrust coefficieat;, ..., =2 or 3,
with thrust forces that can respectively only be reducediéuimductive), or also increased (overinductive) compaoethe
Betz optimum a7 =2 (see Eq. 5). Cases are denoted as C<X>t<Y>, where X and YsS@&me7 ., andr respectively,
e.g. C3t30 for the case witﬁ/imax =3 andr = 30 s. The choice of (and sensitivity to) setup parameters théurelaborated
in MM17.

2.3 Simulation results

Figure 3 illustrates the energy extraction of the optimalhntrolled wind farm cases, normalized by the greedy refsre
control case. Figure 3a shows that the adjoint LES-basetlai@pproaches achieves energy gains ranging from a mitor 2
in the most restrictive C2t30 case to over 20% in the C3t0.dasem Fig. 3b it can be seen that, for all cases except C3t30,
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Figure 2. Instantaneous streamwise velocity for the 12 x 6 aligned wind farm considered in MM17. Black lines indicatmavturbine
locations. The black dashed line near the end of the domdinates a buffer region used for imposition of inflow bourydeonditions.
Figure originally published in Munters and Meyers (2017demna CC-BY 4.0 license.

power is curtailed in the first row to a limited degree, whertiee downstream rows compensate for this loss by extracting
significantly more energy. Furthermore, not taking intocact the first row, the last row achieves the highest enerrpeton
in every case, as it can act greedily without compromisinggraxtraction in downstream neighbors.

In the remainder of this section, time-averaged wind-faimw foroperties will be investigated. Here and throughout the
remainder of this paper, we focus on case C3t5, as it prodigesr energy gains as the highest-yield case C3t0 (see Fig
3a), but achieves this with smoother thrust coefficientalignin the following discussion, the time averaging operais
denoted by an overline, and flow field variables are deconthiase mean and fluctuating componentsias i+’ = U + 1.
Figure 4 illustrates time-averaged flow field quantitieshaf teference case (left panels, al — g1) and the differertesbn
the optimized C3t5 case and the reference case (right paels g2). Simulation results are averaged over the difteren
columns and are shown as either topviews at hub height (#ig&g) or sideviews through a turbine column (Figs. 4ag),d

Figures 4a and 4b illustrate sideviews and topviews of thal aelocity throughout the wind farm. It can be seen that
downstream turbines in the controlled case experiencestently higher incoming velocities, which explains thereased
energy extraction discussed above. Furthermore, a largerid streamwise velocity over the turbine disk can be olesbr
most notably in the first-row turbines, indicating deepekegswith enhanced recovery before hitting the next row dfines.
Furthermore, it can be observed that the axial velocity & ftaw above and besides the wind-turbine column is reduced,
indicating that the mean-flow kinetic energy is depletechiest regions, to the benefit of the flow passing through thd win
turbines.

Figure 4c shows sideviews of turbulence kinetic endrgyhe figure shows an increase in turbulence throughout ttieeen
wind farm, spreading to the internal boundary layer aboedubines. Note specifically the sharp increase in turlmdémthe
core wake region behind the first-row turbine, for which ahaced recovery was found as discussed above. The turbulenc
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Figure 3. Energy extractionZo of optimally controlled wind-farm cases from MM17, nornzadd by a greedy reference casg. a) Total
energy extraction. Error bars indicate confidence interglt- 2 standard deviation®) Energy extraction by row, normalized by first-row
reference power. C3t0, red line; C3t5, yellow line; C3t30ghine; C2t0, red dashed line; C2t5, yellow dashed ling3C2blue dashed line.
Figure originally published in Munters and Meyers (2017)lemna CC-BY 4.0 license.

intensityT'T = (2k/3)'/? /U, at hub height (not shown in the figure) is 10% at the inlet fathidbe reference case and the
controlled case. The combination of reduced near-wake melagities and increased velocity fluctuations in the culted
case increase locdl! in the turbine wakes (ranging from 2%-points in the wakes of middle rows te 12%-points in the
first and last rows). This increase in turbulence intensigigates to below%-point difference at 10 downstream of the last
row.

Figure 4d and 4e show sideviews through the rotor centeolinep-down turbulence and mean-flow transport of axial mo-
memtum, i.e—u/ ., and—U,U, respectively. It can be seen that, although mean-flow \&tttiansport is virtually unaffected,
turbulence top-down transport of axial momentum is incedasgnificantly in the upper part of the wakes, indicatirgéased
turbulent mixing with the internal boundary layer above Wiad-farm canopy. The effect is somewhat more pronounced in
the wake behind the first row of turbines, for which also atgligcrease in upwards transport of momentum can be observed
in the lower part of the wake.

Figure 4f and 4g show planviews at hub height of transveushltence and mean-flow transport of axial momemtum, i.e.
m andﬁ;ﬁ'y respectively. The sign convention is such that positivaeslorrespond to transport in the positpgirection
in the figure. A slight increase in turbulent transversahs$gort towards the wake centerline can be observed beharg ev
row. The mean-flow transversal momentum transport into @lleawegion is increased significantly behind the first twoitug
rows. Downstream of these rows, the difference betweertt@ses and the reference case is far less coherent. Thetatte
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Figure 4. Time-averaged flow field quantities of simulation resulsnirMM17. Left (1): Time averages of reference simulations with
C' = 2 for all turbines.Right (2): Difference A between reference and optimal control (C3t5) simulati@fingd asA = Xcais — Xrer

for any variableX'. a): Axial velocity U, (planview at hub height)): Axial velocity U, (sideview through turbine colummng): Turbulence

kinetic energyk = (1/2)(ulu}, + uyu;, + ulu’) (sideview).d): Turbulence top-down transportu’, u’ . €): Mean-flow top-down transport

—U,U. (sideview).f): Turbulence horizontal transpaif,u;, (planview).g): Mean-flow horizontal transpoﬁfzﬁy (planview). Black lines

indicate wind turbine locations. Simulation results areraged over the six different wind turbine columns.

be explained by the fact that, in the intercolumn channels starts to deviate significaiintlgn the reference case as shown in
Fig. 4b.

The analysis of flow features given above indicates that ffiienal controls in case C3t5 influence the wind-farm flow
field in such a way as to provide better flow conditions for dsingam turbines. Increased axial velocities are obsemwed f
all downstream turbines, and enhanced momentum trangpeatds the turbine region is achieved. Furthermore, matiyeof
observed flow features are most salient for the first row he®i In the following section, the optimized thrust coedfits
themselves will be investigated. It will be shown that, gleon a controls perspective, first-row turbines stand ooitrfitheir
downstream counterparts.
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3 Thrust coefficient analysis and numerical experiments

The current section focuses on the optimal thrust coeffisigenerated by the optimal control simulations in MM17, and
performs numerical experiments to uncover some of the cheniatics of these control signals. Note that the conohsi
drawn within this section should be interpreted as obsemabf the current C3t5 optimal control cases, given spewiiind-
farm layout and flow conditions, and hence cannot just bergdéimed for any wind-farm control in general.

First, the thrust coefficient signals themselves are aedlyiz Sect. 3.1. Second, the optimized thrust coefficiertapplied
only to subsets of turbine rows in Sect. 3.2. In this way, titerdependency of optimized thrust coefficients in diffiere
rows can be evaluated. Third, additional optimal controidations, in which only one single active row is optimizede
discussed in Sect. 3.3. These optimizations provide aration on how increased power potential is distributed agrtbe
rows, and allows to compare the resulting single-row oédithrust coefficients with the fully cooperative coeffitgefrom
case MM17. Fourth, Sect. 3.4 evaluates the dependencyiafiapt thrust coefficients on the actual turbulent flow rzagtion.
Finally, Sect. 3.5 discusses the main conclusions fromltlogementioned sections, and summarizes the lessonsdearne

3.1 Analysis of thrust coefficient signals

Figure 5 illustrates the time evolution of some of the thmfficients@/T in the C3t5 case. The figure shows that, for all
rows but the last one (i.e. Rlzf,’r varies significantly in time, and that the amplitudes anddencies of these variations are
somewhat higher in the upstream rows of the farm. In contraat12 features only minor unsteadiness at lower frequsnci
and has an increased mean valué7§;f This relatively steady behavior of the last row can be eérpldiby the fact that there are
no further downstream turbines that can benefit from row 1i2elg influencing local flow conditions, hence the row opizes
its own power only. The increase in me@; in row 12 can be explained based on Fig. 6, which shows the pexiraction as
a function of steadyj’T for unwaked turbines, subject to identical turbulent iletin case C3t5. Although momentum theory
predicts maximal power extraction for steady uniform infla’ﬂ@’T = 2, the actual optimal steady value for the ADM at the
current spatial resolution lies somewhat highe@?tz 2.4, for which power extraction is about 1.4% higher thanf‘gt: 2.
This behavior is related to the overprediction in ADM poweedo the diffuse turbine representation on typical simoiat
grids: the mass flow through the rotor disk@; > 2 is slightly too high compared to momentum theory, resultimg shift
of optimal@’T towards somewhat higher values. Although the lineatfit= aCAVT introduced in Munters and Meyers (2017),
Appendix A eliminates the error in maximal power extractittrdoes not correct the value of the optim@n (note that this
could be achieved through a more complex relation betwi&emnd 6"T). Returning to the more complex thrust coefficients
in the other rows it is worth noting that, based on the curdatéset, no statistically significant correlations betwggust
coefficients of different turbines could be found. Furthere) attempts towards linking thrust coefficient dynamboggstream
flow measurements (e.g. velocities, shear or kinetic endinggugh linear regression models and random forest regrefave
been unsuccessful to date.

Figure 7a,b shows row-averaged power spectral densitigedhrust forces and thrust coefficients respectively.fidee
shows that the variances of both the thrust coefficients laeid tesulting forces are highest in row 1. Further dowrastre



/
T
OorNW

~
i
oLNW

!
T

oRNW

!
T
OrNW

R11

/
T
OorNW

R12

!
T
OorNW

0 600 1200 1800 900 950 1000 1050 1100 1150 1200
Time [s] Time [s]

Figure 5. Time evolution of the thrust coeﬁicie@T for a selection of optimally controlled turbines of case & 8kft: Total time horizon.

Right: Zoomed view, including setpoirit’- in gray.

I 0.6

& 0.4
<
0.2 1

0.0 1

0.0 0.5 1.0 1.5 2.0 2.5 3.0

T

Figure 6. Normalized power extraction as a function of steady thrueﬁtcient@’T for wind turbines subject to the same freestream turbulent

inflow as in case C3t5. Every dot corresponds to one LES.



10

St=1fD/U, [-] St=fD/U, [-]
1071 10°

1071
1072
1073 4

10~

PSD fr

10-5
1076

1077

108

1072 1071 1072 1071
f[Hz] f[Hz]
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rows 2 to 11 have very similar spectral behavior, and row bastsignificantly lower variability. The high-frequencyppks of
around-5 observed both fof andé’T indicate that force variability on short timescales is elsainly by thrust coefficient
variations, whereas the slower thrust force dynamics teackrto a—5/3 slope, suggesting that these are governed by the
unsteadiness in the turbulence instead. Note that, everglhitne spectra for all rows except row 12 collapse at fregjgsn
below0.05 Hz, the first-row spectrum shows a small pealf'at 0.02...0.03 Hz (fD /U =~ 0.2...0.3) as indicated by the
purple arrow. It will be shown later in this paper that vadas in the thrust coefficient around this frequency areatlye
related to increased power extraction.

3.2 Application of optimal thrust coefficients to subsets ofurbine rows

In order to further study how the optimal controls increagerall wind-farm power, Fig. 8 shows power extraction réagl
from applying a subset of the optimal controls to specifibitue rows only. Figure 8a depicts simulation results forakhi
the optimized controls are appliely to one specific romwith the thrust coefficient in all other rows kept at the refece
value of@T = 2. From the figure it can be seen that only for the controls ofitserow (R1) this results in a significant power
increase in rows 2 and 3. This indicates that the optimalrots)tas generated by the optimization at the wind-farml)eeact

10
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to the precise flow conditions caused by upstream contr@ratand can hence only be applied independently for thte firs
row, which has no upstream dependence on other controls.

Figure 8b shows results from simulations in which the cdatewe appliedor all rows up to a certain rowi.e. R1-R3
indicates the application of optimized controls generdtgadase C3t5 to rows 1, 2, and 3. An interesting observatiom fr
this figure is that , for any rowexcept the last one, the power potential as observed in catseialmost fully recovered by
only applying the optimal controls up to roiv- 1. This suggests that self-optimization is very limited: tygimal controls
for a given turbine are designed to create favorable flow itimms in the downstream rows instead of increasing localgro
Furthermore, although the discussion in the previous papdghas shown that downstream controls are optimized Wwéh t
upstream actions in mind, the converse is not true: upstemanol actions do not require a specific downstream respions
order to increase power in that downstream row.

3.3 Optimization of single active turbine rows

The previous section has shown that, based on the full-fastiméation case, the first-row controls can be applied jrehe
dently from other turbine controls, whereas this does nakviar the downstream rows. To further quantify the potdrfta
increasing wind-farm power in each row of turbines, the entsection considers a set of additional optimal contreésan
which only a single active row is optimizedith all other rows remaining passive. Furthermore, by paring the optimized
controls of these cases with the full-farm optimizationec@€8t5, the degree of cooperation between turbines can bsesass
Note that the current single-row optimal control is not eqlént to greedy control: the optimizer still aims to incgeaggre-
gate farm power by taking into account wake interactionk wdwnstream turbines. Furthermore, in contrast to thdesirayv

11
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control simulations from the previous section (i.e. in FBg), the current optimizations will yield controls that aeplicitly
designedo increase power given that all other rows are passive niib iomputational costs, the additional optimizations are
only performed for a single time window.

Figure 9 shows the relative increase in wind-farm poweragtion for each of the twelve individually optimized coritro
cases. The optimizationis run until the continuous adjgiatiient accuracy prevents further progress in the opditioiz. Upon
interpreting the actual values from the figure, it is impott@ note that the reported power gain covers the full ogation
horizonT', and is hence affected by finite-horizon effects. Furtheemthe first window of an optimal control simulation,
as considered here, contains an initial dead zone corrdsppio the wake advection lag before upstream turbine$ star
influencing their downstream neighbors. This tends to redyans compared to later time windows. Nevertheless, thave
order of the different cases still provides informationtthan be generalized to full optimal control studies with tiplé
windows and longer time horizons.

The figure shows that the first row (R1) holds by far the mostrse for optimizing wind-farm power. This is not surprising
as R1 produces the most power of all rows, and typically Iedlkie deepest wakes, causing second-row turbines to perform
poorly in aligned wind-farm layouts (see, e.g., Porté-Agadl., 2013; Nilsson et al., 2015; and Stevens et al., 2046he
other end of the spectrum, the last row (R12) is the leastulisEfie intermediate rows (R2—R11) lie closer togetherhwit
the general trend being that the potential is somewhat deedewith downstream distance into the wind farm, althobgh t
decrease is not monotonous.

Figure 10 illustrates the row-wise relative power incremsdrix for each of the single-row optimization cases. Tharkg
indicates that, for each of the optimization cases, thektrngower increase is observed in the first row downstreahedadtive
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Figure 10. Relative power increase matrix for downstream rows in thglsirow optimization case for row;Rndicated in the horizontal
axis. N/A indicates non-existing downstream rows. Fiitgizon effects are eliminated by only reporting power éase up untit = T4

for the active row R

turbine (i.e. Ry1), and that the influence on row R is limited. This is explained by the fact that the finite optiation horizon
used in MM17 (i.e1" = 240 s) allows for more interactions with directly neighboringhines than with those located further
downstream. Furthermore, except for the optimal contreéa the last row (R12), self-optimization is virtually neristent:
power gains are achieved by modifying the flow to yield momefable conditions for downstream rows.

3.4 Maodification of thrust coefficient signals

The observations from previous sections illustrate thiateast to some degree, the optimized thrust coefficientduared
to local flow conditions. In the current section, the posibof whether the coefficients contain traits that are ipeledent
of flow conditions is investigated. To this end, the optindizerust coefficients are modified in such a way that corretasti
between them and specific flow events are eliminated. Thigrig th two independent test cases.

In the first case, the controls, which were specifically gatesf for selected turbines, are reassigned to other tigloine
randomly swapping the control sets of different turbineuowmhs. In doing so, each turbine will receive controls thateve
specifically designed for another turbine in the same rowavi@d erroneous conclusions based on coincidence, thencolu
swap is performed in 2 random independent ways. The vaitiabflflow conditions for different columns can be qualitegiy
observed in Figure 2. To further strengthen the hypothdgiseocurrent experiment, we verified that the correlatiotwieen
flow conditions in different columns is small, i.e. with areasge Pearson correlation coefficient of 0.12 between awdifor
the incoming velocity fluctuations/® upstream of the first row. Row-averaged power for these éast®wn in Fig. 11a.
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Figure 11. Normalized row-averaged power extraction for the refeeeca&se, optimal control case C3t5, and modified control cages
Modified control cases with controls swapped between wimbdihe columnsb) Modified control cases with controls swapped randomly by

time window.

In the second case, controls remain assigned to their atigirbines, but are shuffled in time by randomly swappingnoat
controls generated for different control windows. In thigywthe spectral thrust characteristics for timescaledlenthat the
control horizonl'y = 120 s remain unchanged, whereas the time synchronization ¢fa@tctions to specific flow events is
eliminated. Similar to the first case, this is done in 2 randays, and the limited correlation between velocity fludtua in
different time windows was quantified at 0.07. Figure 1lsiltates the row-averaged power for these cases.

The figure shows similar behavior for each of the modified m@mtases: only in the second row (R2), a consistent (though
small) increase in power extraction can be observed. Tlgigessts the presence of flow-invariant features in the cbsitgpals
of the first row. Note however that the full power gain in the@®d row is only partially attained, indicating that alse first
turbine row reacts to the specific flow conditions.

3.5 Discussion

The observations and experiments from previous sectioves trexealed information that increases the understandmgp-
timized thrust coefficients, and can be used as a starting pmvards designing practical wind-farm controllers ttatnot
require computationally expensive LES-based optimalrobsimulations.

A first conclusion is that wind turbines can be classified thtee distinct categories, based on their position with@farm:
first-row turbines, last-row turbines, and intermediatéites. The most salient behavior can be found in the finsttoobines
(R1). It was shown that these turbines exhibit the largesakdity in thrust forces and hold the greatest potential fower
optimization. Furthermore, they are not influenced by wgastr turbine control action, and are the only turbines thiaire
part of the power gains after eliminating possible corietabetween controls and specific flow events. The charatitei
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of the last row turbines (R12) also stand out from the resttdube fact that, by definition, the last row has no downstream
turbines and hence holds no further potential for coor@ithabntrol. The remaining intermediate rows (R2—-R11) havéa
spectral thrust characteristics and potential for powengase, situated in between but clearly separated fromdinstlast-row
turbines. Further, it is worth noting that the behavior andigsis of control actions in these turbines is most compiexonly

do they influence downstream turbines, they in turn are digrgron controls of upstream turbines.

A second conclusion is that, whether or not the wind-farnorgimlled with the possibility of active response and caafien
between turbines, the resulting power and thrust chaiattsrare very similar. It was shown that self-optimizatie very
limited, and that, for any row, the full potential in power increase is virtually attainkeg applying controls only for the
upstream turbines up until roiv 1. These observations strongly suggest that the optimizedttboefficients are designed in
a parabolic manner, i.e. with a unidirectional propagatiboontrol information from the first row to the last, and vditile
upstream influence of downstream turbine actions. Withithisind, the following section of this paper will focus on tfiest
and most promising link of the control chain: the turbindsatied in the first row of the wind farm.

4 First-row turbine behavior

The current section further focuses on the analysis of teerfw turbines. First, a qualitative analysis of the in&iasous
flow field is performed in Sect. 4.1, resulting in the obseorabf vortex rings being shed from first-row turbines. Tledter,

this mechanism is mimicked by imposing sinusoidally vagyinrust coefficients in these turbines in Sect. 4.2, withatine of

increasing power through similar mechanisms as in the ctatipnally expensive optimal control cases.

4.1 Flow field visualization

Figure 12 shows snapshots of the vorticity and velocity §eltlt = 300 s for the reference case (left) and the optimakabnt
case C3t5 (right). Figures 12a,b show isosurfaces of vtyrtitcagnitude, colored by streamwise velodity. Figure 12a shows
that, in the reference case, the first-row turbines shetivelastable vortex sheets that demarcate the wake frorfiglestream
flow. The sheets destabilize and break up as they are advaotatstream, resulting in complex three-dimensional eatti
structures. Furthermore, as also shown in Fig. 12c, wakenmiis limited, and downstream turbines experience reduced
velocities. In contrast, the optimized case shows cohetmex rings being shed from the first-row turbine. As indéchby
the black arrows in Fig. 12b, the locations of the rings ind¢hatrolled case coincide with naturally occurring bulgeshie
vortex sheet of the reference case: the controlled turbfiméiser destabilize the sheet by well-timed temporal \&ies in its
thrust coefficient. Figure 12c¢ shows that this results inlngelocity deficits in the wake region. Note that, dowesim of
the second turbine, the vorticity field becomes much moreptexrand differences in the flow fields are less coherent.

The observed shedding of ring vortices seems to occur atfepiow-synchronized times to exploit natural instab@i
in the original vortex sheets. Therefore, the remaindehd paper will attempt to accomplish the same effect by sampl
sinusoidal thrust variations.
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Figure 12. Instantaneous shapshots at t = 300 s of portion of wind-faom field for the reference (left) and optimized (right) caadn)
Isosurface of vorticity magnitude, colored by streamwis@gity 7,.. Deep wake regions (with, < 4.5 m s™') are rendered in black.
Black arrows indicate the naturally occuring unstable eslip the reference case, and accompanying vortex ringe iogtimized casez)
Contours of streamwise velociil,. Coloring is in units of m s*. Wind turbines are represented as gray disks.

4.2 Sinusoidal thrust variations

The aim of the current section is to mimic the quasi-periatiiedding of vortex rings by upstream turbines as observexdkeab
through the use of simple periodic variations in the thrasifficient. Instead of optimizing a high-dimensional cohsignal
that can evolve freely in time as in MM17, we impose a sinugofgerturbation on the Betz-optimal coeﬁicieﬁ} =2,
parametrized by its amplitudé, and its frequency in the form of a non-dimensional StroutethberSt = fD /U, with f
the dimensional frequency) the turbine diameter, arid,, the unperturbed time-averaged upstream velocity:

L (t) = 2+ Asin (%Stt%m) . (6)

4.2.1 Parameter sweep

Instead of optimizingd andSt using a similar gradient-based optimization setup as in MMe perform a parameter sweep
to find optimal parameter combinations. The reason for ghisat we would need a rather long optimization horiZoto find
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Figure 13.Reduced! x 4 wind-farm simulation setup for sinusoidal variation paeden study showing instantaneous contours of streamwise
velocity ... Coloring is in units of ms*. The dashed line indicates the start of the fringe regioiniposition of unwaked inflow conditions.

a robust parameter combination that is independent of fipéoiv realizations. Unfortunately, the chaotic naturewbulent
flow fields makes long-time optimization using adjoint LE&gdically infeasible to date (see, e.g. Wang et al., 201djvéver,
the fact that we have only two parameters renders a paraswé&p computationally feasible. The sweep is performed for
reduced-size wind-farm LES, as illustrated in Fig. 13. Téerf consists ofl x 4 turbines in an aligned layout with = 6 D

in both streamwise and spanwise directions, geometriegjlyivalent to the optimally controlled wind farm in MM17. &h
simulation is performed on a domainsk 2.4 x 1 km?3 with a simulation grid 0f.92 x 256 x 144 gridpoints. A wall roughness
lengthzo = 10~ m is used. A set of wind-farm flow simulations is advanced rimetiby 30 minutes, during which the front
row is controlled using a sinusoidally varying thrust caséint ., as defined in Eq. (6). Within this set, the amplitudiés
varied between 0.5 and 2, with increments of 0.5. Furtheentbe Strouhal numbeit is varied between 0.05 and 0.6, with
increments of 0.05. In total, this leads to 48 LES cases withe set.

Figure 14 illustrates the power extraction for all casess@®red. Figure 14a illustrates the relative power gaires tive
reference case. From the figure it can be seen that there i-defieed range of values fod and .St for which wind-farm
power can be increased substantially through upstreansaihal thrust variations, with a maximal power increase=&%
at (St*,A*) = (0.25,1.5). For instance, a Strouhal numbgt = 0.25 corresponds here to a sine wave period-050 s for a
turbine with diameteD = 100 m and a freestream velocity,, = 8.5 m s~1. For instance, considering the NREL 5MW blade
profiles, the maximum thrust coefficient of 3.5 can be at@imgslightly changing the rotor design, e.g. using a 50%dase
in blade chord length and an operational tip speed ratio 2ig¥eh than the original design value (see Goit and Meyers520
Appendix A). Furthermore, given such redesign, dynamiaicéidns from this value could be realized through bladehpitc
control, for which actuation rates in the orderidf /s are possible (see, e.g., Jonkman et al., 2009). Figurellldbrates
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Figure 14.Power extraction of baseline sinusoidal thrust case-(6D, zo = 10! m).a) Relative gain in mean wind-farm power extraction
over reference case as a function of sine amplitddend frequencyst. b) Row-averaged mean power extraction for the best sinusoidal
case, the optimal control case C3t5 from MM17, and the refexease, normalized by first-row reference power.

normalized power extraction by row for the reference case biest sinusoidal case, and the first four rows of the optimal
control case C3t5 from MM17. The figure shows that the powaer igethe sinusoidal cases originates mostly from the second
row, and that power in the first row is decreased by approxina®o. In contrast, optimal control case C3t5, in which allis

are active, also increases power in rows 3 and 4, and redusesofiv power by only 1%.

Figure 15 illustrates instantaneous vorticity and axidbeities for a set of wind turbines of the aforementionecrehce
case (a), the best sinusoidal case wiftt, A) = (St*, A*) = (0.25,1.5) (b), and a sinusoidal case which does not lead to
increased power extraction witl$t, A) = (0.6,2) (c). The figure illustrates that sinusoidal variations ia flist-row thrust
coefficient indeed cause periodic shedding of vortex rikggure 15b shows that, at the optimal frequency, this leads t
increased wake mixing, providing the second-row turbing\ai higher incoming velocity. In contrast, Fig. 15¢ showatth
even though higher frequency thrust oscillations alsolt@speriodic shedding of vortex rings, this does not auttiozdly lead
to more favorable flow conditions for downstream turbindsergfore, it can be concluded that a correct timing and sgaafi
vortex rings is essential for increased wake mixing.

In order to assess whether the same strategy can be useddavtinstream turbines as well, Fig. 16 illustrates the result
from an identical parameter sweep as discussed above t¢kaeepere the second turbine row is controlled using a siidas$
thrust coefficient. Figure 16a indicates that sinusoidlatton of the second row invariably leads to losses in wardh power.
Figure 16b shows that, for the optimal combination of par@nseof (5S¢, A) = (0.25,1.5) as reported for first-row actuation
above, the minor power increase in the third row does not emsgte for additional losses in the second and fourth ro. Th
shows that the proposed simple control strategy does né&twioen applied to waked turbines, and that more elaborateaon
strategies are required to harness the gains achieved byptineal control simulation in the downstream regions offeren.
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Figure 15. Snapshots of wind-farm flow fields at t = 1 80@_gft: Isocontours of vorticity, colored by streamwise velocRyght: Contours
of streamwise velocitya) Referenceb) Best sinusoidal case, witf5t, A) = (St*, A*) = (0.25,1.5). ¢) Sinusoidal case witiSt, A) =

(0.6,2)
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Figure 16. Power extraction of second-row sinusoidal thrust caspe Relative gain in mean wind-farm power extraction over refee
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It is interesting to note that, even though the current patansweep is performed using different initial and inletditions
than those applied in MM17, the optimal frequency of sindabvariations irﬁ’T atSt* = fD /U = 0.25 corresponds to the
location of the peak in the first-row thrust coefficient speict of C3t5 in Fig. 7. In the following paragraphs, the robess
of the best parameter pair for first-row thrust variations, (St, A) = (0.25,1.5), is investigated with the aim of assessing
the general applicability of this control strategy. To thied, similar parameter sweeps are performed for cases aifting
turbine spacings and turbulence intensities.

4.2.2 Robustness with respect to turbine spacing and turbehce intensity

Figure 17 shows the power extraction resulting from two peat@r sweeps with streamwise turbine spacings/ofand7D
respectively. Results are promising: for the given caSesand A* do not depend on streamwise turbine spacing. Furthermore,
even in the7D spacing case (Fig. 17c-d), which naturally features lowesrall power losses in downstream rows, power
extraction in the second row can be significantly increakesligh sinusoidal variations in the first-row thrust coéfic.

Figure 18 depicts the power extraction results from a patanssveep with the same wind-farm layout as in the baseline
case, but with a tenfold increase in roughness length;d.€.1 m. This results in a turbulence intensity of approximate{dl.
compared to 10% in the baseline case. Again, the best pazagmnhbination of St*, A*) = (0.25,1.5) remains unchanged.
Further, even for this higher turbulence case, in which dstre@am losses are lower due to naturally better wake mipioger
is increased in the second row, leading to a relative gainimayarm power of around 2%.

As evidenced above, periodic sinusoidal variations of-fiogt thrust coefficients substantially increase powerastion in
the second row, resulting in a net gain in total power for thesidered! x 4 wind farm. Moreover, different simulation sets
indicate that, at least for the range considered here, thitevb&ies for Strouhal number and amplitude of these variafii.e.
(St*, A*) = (0.25,1.5), are robust with respect to turbine spacing and turbulemeasity.

4.2.3 Full-scale wind-farm LES

In the remainder of this section, the sinusoidal variatimategy will be tested in a full-scale wind farm LES, corresging

to the full 12 x 6 aligned wind farm of MM17. Simulations are performed for dueed range of amplitudes and Strouhal
numbers, corresponding to the most favorable region ifledtin the parameter sweeps above. In order to increassttalti
convergence, the time horizon for each simulation is exddrid a physical time of 10 hours.

Figure 19 shows the power extraction of the full-scale LE§ufe 19a shows the relative power gains over the reference
case for the full wind farm. It can be seen that the total payeém or loss is below 0.5% for each of the sinusoidal contieks.
Figure 19b shows the row-wise power extraction for the exfee case, the sinusoidal thrust case \{dth A) = (0.25,1.5),
and the optimal control case C3t5. It is shown that, althdhglsecond row of the sinusoidal thrust case achieves siptilger
gains as those observed above, from the fifth row onwardspiswéghtly reduced in the sinusoidal case.

The top panel of Fig. 20 shows cross sections of time-avelragjal velocitied/, at the rotor disk locations for the reference
case. Further, the middle and bottom panel illustrate dievia from the reference velocity for thgt*, A*) sinusoidal case
and the optimal control case C3t5 respectively. The figuosvstthat both controlled cases show similar charactesistiche
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Figure 17. Power extraction of sinusoidal thrust cases with varyimgashwise spacinglop (a,b): Decreased spacing &t= 5D. Bottom
(c,d): Increased spacing & = 7D. Left (a,0: Relative gain in mean wind-farm power extraction overerefice case as a function of
sine amplituded and frequencyst. Right (b,d): Row-averaged mean power extraction for the best sinaso@be and the reference case,

normalized by first-row reference power.

second turbine row, with an increased axial velocity at titerrdisk, accompanied by decreased velocities above dod.be
Downstream, it can be seen that the passive turbines ofrine@tal case fail to retain increased velocities at ther rdisks,
instead resulting in slightly lower disk velocities stagifrom the fifth row. In contrast, case C3t5, in which all inds are
actively controlled, succeeds to attain similar crossigeatharacteristics with higher rotor velocities in the dstveam as
well. Note also that, for the fifth row, the disk velocity isgitly lower for the sinusoidal control case than for theerehce
case, consistent with the decreased power extractionsasén Fig. 19. This can be explained by the fact that first-row
control actions cause enhanced entrainment of momentum tine internal boundary layer above the turbine canopy that
would otherwise be entrained by natural turbulent mixingpéssive downstream rows. In consequence, lesser entmtinme

occurs for downstream rows, resulting in a slight decreasksk velocities from the fifth row onwards.
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Figure 18. Power extraction of sinusoidal thrust case with increasefll mughness, = 1 m. a) Relative gain in mean wind-farm power
extraction over reference case as a function of sine andglitiand frequencySt. b) Row-averaged mean power extraction for the best
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Figure 19. Power extraction of full-scale sinusoidal thrust caSe<(6D, zo = 10~ m).a) Relative gain in mean wind-farm power extrac-
tion over reference case as a function of sine amplithdad frequencyst. b) Row-averaged mean power extraction for the sinusoidal case
with parameters from previous sections, the optimal cdrase C3t5 from MM17, and the reference case, normalizedsiyrw reference

power.
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As shown throughout the current section, a qualitativeyaisabf instantaneous flow features in the optimal induatimmtrol
wind farm from MM17 has led to the identification of a sinusalithrust control strategy for first-row turbines, resugtim
increased power extraction in the second row. However, itapbcomments should be made. First, sustained sinugbiuak
variations with a large amplitude could contribute sigmifitly to turbine fatigue loading of the first-row turbinesirthermore,

5 partial wake alleviation and unsteady passing of aboveimed vortex rings could also increase fatigue loading inrtkiream
rows. Hence, structural aspects should be taken into atcmam evaluating the practical viability of the approacecénd,
even though experiments have shown that, for practicaiyvaat tip speed ratios, wind turbines shed vortices in dairway
as disk-like bluff bodies (Medici and Alfredsson, 2006k tturrent behavior could still be an artifact of the reld{ngmple
ADM used throughout this study. Further verification usingpler fidelity wind turbine models, such as actuator line aisd

10 and wind-tunnel testing is hence necessary.

23



10

15

20

25

30

5 Intermediate-row turbine behavior

The current section discusses the intermediate rows. Itsivagn that, without active participation in these rows,trgzsm
gains are lost in downstream rows, and only full optimal colrgducceeds in achieving significant gains in downstreams ias

well (see Figs. 19, 20). It was already mentioned that théyaisaand behavior of turbines within intermediate rows @ren
complex than in the first row: they aim to influence the flow te benefit of downstream rows but are also dependent on the
actions of upstream rows. The remainder of the current@eeiims to illustrate the additional difficulty for power rease in
downstream rows, and speculates on possible future pattisfadentification of simplified control strategies as fddar the

first row.

First, as shown in the top panels of Fig. 20, even in the umobed case, the kinetic energy of the flow in the vicinity
of the turbine rotor is depleted more and more in the dowastreows. This complicates control strategies for these emsvs
the opportunity for increased mixing with high energy flondecreased. Furthermore, intermediate turbines are satjex
increased turbulence levels and more complex vorticityadyics, as illustrated in Fig. 12. This could explain why sividal
thrust control did not lead to increased power when apptieté second row: whereas the first row produces increasedgnix
by destabilizing relatively stable vortex sheets into grntings, the second row is already continuously immersemdimplex
vorticity patterns for which this simple approach does notky However, note that for instance R7 in Fig. 5 also seems
to show quasi-periodic sinusoidal variationﬁr} at a time period of approximately 50 s. This is an indicattwat t also for
intermediate rows, vortex ring shedding could amount tb@ighe power increase observed in the optimal control satimhs,
albeit at specific moments in time, synchronized with theldlow conditions.

Second, it is important to note that the vortex ring sheddneghanism constitutes only part of the power increase dause
by the first row. Figure 8 illustrates that the first-row ogtied thrust coefficient also results in a significant poweréase in
the third row, which is not observed using the sinusoidalshstrategy. Furthermore, the analysis of the modifiedroboases
in Fig. 11 proves that also the first-row controls are pdytisynchronized with the flow. This shows that other mechasis
dependent on specific flow events for increasing wind-farmgrpare at play as well. Even though the application of regjom
algorithms in an attempt to link turbine actions to low-dims®nal flow measurements (e.g. local velocity, shear aneltki
energy) has been unsuccessful thus far, similar analyseshapon more complex flow features (e.g. vorticity struegtuhigh-
speed turbulent streaks, or downdrafts) might be more miagi This requires further optimal control simulationgpan
extended time, as the total control time horizon of 30 misurtethe current dataset is insufficient for robust stassiticthis
kind of analysis. This is an important remaining challergbe addressed in future research.

6 Conclusions

The current paper provided an analysis of the thrust coeffficiontrol characteristics for the C3t5 optimal contralecteatured
in Munters and Meyers (2017).

Analysis of the thrust coefficients and numerical experitadrave shown a clear distinction between first-row turhines
last-row turbines, and intermediate turbines. Furtheenobservations strongly suggest that the optimizatiorksvor a uni-
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directional way: upstream turbines influence the flow fieklteng in favorable conditions for their downstream néigrs,
yet information on the possibility of active response andparation in the latter has no influence on upstream condtimras.

Qualitative analysis of instantaneous flow fields led to thgepvation of quasi-periodic shedding of vortex rings frfinst-
row turbines in the optimal control case. This flow feature waccesfully mimicked using simple sinusoidal thrust atitun of
the first row. The best parameter set for these sinusoideiti@rs proved robust to both wind-turbine spacing andulahce
intensity, with an amplitude* = 1.5 and a non-dimensional frequencyst = 0.25. Interestingly, this frequency corresponds
to the peak abt = 0.2...0.3 observed in the first-row thrust coefficient spectra of thignog@l control case. Although the first-
row sinusoidal control led to a robust increase in total pofee a reduced-size x 4 wind farm, a full-scale test indicated
that downstream turbine activity is required to obtain @ased power at larger farm scales. It was also shown thaintipées
sinusoidal strategy does not lead to increased power ¢gxtnaghen applied to downstream intermediate turbinesitifieng
the mechanisms for power increase in these turbines hemzgre an important open research question. Finally, it froirant
to remark that all current simulations were performed usistandard non-rotating actuator disk model without thiigion
of mechanical turbine loading. Therefore, wind tunnelitgsaind/or simulations with more advanced turbine modelshs
as the actuator line model) including assessment of tulbiding are essential to evaluate the real-life applidgtof the
sinusoidal thrust strategy.
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