The authors would like to thank the reviewer for the valuable comments provided. The comments
are answered below and the changes to the paper will be highlighted in green, while the changes
which are answers common to all reviewers are highlighted in light blue.

Line 40: I don’t understand this statement. Why are they equivalent?

Line 41 reworded as follows for clarity:

Line 160: meandering?

Line 162:

Line: 216: again, confusing

Clarified in line 250 as follows:

Line 223: what was the % of data that could be used?

Inserted the below in line 261:

Line 236: in a row

Line 280 changed as follows for a better clarification:

Line 278: So, if I understand correctly, an MCP model is made for wind speed. Then for wind
direction, two more MCP models are created for the wind speed components, which are then
used to calculate the wind direction. These latter two models could of course also be used to
calculate the magnitude of the wind speed and compared to the first MCP model. Was that
done? Is there an advantage of one approach versus the other? Please comment.

You understand correctly. This was done, but the results obtained with the first method (3 MCP
models), were, by far superior to the second method (2 MCP models used to calculate the
magnitude and direction of the wind). The reason why still remains to be investigated, and these
results are not being presented in this paper. The scope of having three models, also possibly
allows analysis of different combinations of MCP methodologies, i.e. using MLR for wind speed
and ANN for wind direction. This was done for a limited number of combinations and is the
subject of further research.

The results presented are those using 3 MCP models of the same type, and a comparison is thus
made using four regression methodologies.

This paper is modified to reflect this in line 502, as part of the conclusion:




Line 393: More info needed on how these values were calculated. i.e. what formulas, etc.

Also, would tables 5 and 6 be more informative if they were normalized by the wind farm
capacity, or average power output of the farm?

The residual values are being changed to normalised values, based on the average of the residuals.
There the following paragraph is being introduced to show the formulas used to calculate the metrics.
The formulas used to derive these metrics are inserted as follows:

Line 18:

Line 44:

Line 228




The nomenclature is modified accordingly:
Line 553:
Line 552:
Line 550:
Line 545:
Line 577:
Line 578:
Line 579:

Thus tables 6 and 7 are modified as follows:

Line 425: I am having a hard time interpreting the results. Fundamentally, I don't see how we
should distinguish between the three metrics used - MAE, MSE, and percentage error. What




do they each represent, and why are they not essentially equivalent? A reader needs more
information of how to interpret the results and why the three metrics are each important.

The equations for the NMAE, NMSE and percentage error are now included in lines 227 to 235.
Results are now normalised.

Many references describe the use of multiple metrics to judge the quality of regression statistics
(Rogers, et al., 2005), and it is important to employ more than one metric (Santamaria-Bonfil, et al.,
2016). The lower the value, the better the performance of the model. Hence, the model having the
lowest NMAE and NMSE, have the best performance. NMAE and NMSE are used to quantify the
performance of the models. While NMAE is suitable for describing uniformly distributed errors. It
also reveals any average variance between the forecast value and the true value (Hu, et al., 2013).
The NMAE gives the same weight to the errors, while the NMSE gives a larger weight to the larger
errors, and avoids using the absolute value.

The NMSE assumes that the errors are unbiased and follow a normal distribution. The percentage
error in energy yield gives an estimate of the accuracy of the model in the long-term, as it is the
difference of the sum of the total predicted energy generated over the period of evaluation, expressed
as a percentage of the actual energy.

Hence an evaluation of the three metrics is necessary to evaluate the quality of the models.

This is inserted in the paper in line 182 as follows:
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