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Abstract. Airborne wind energy systems (AWESs) aim to operate at altitudes above conventional wind turbines (WTs) and

harvest energy from stronger winds aloft. This study investigates these claims by determining dynamic, power-optimal flight

trajectories, operating heights subject to realistic offshore and onshore wind conditions. The utilized wind speed profiles are

based on simulated offshore and onshore 10-minute mesoscale wind conditions which are analyzed and categorized using k-

means clustering. To reduce computational cost of the trajectory optimization, representative wind speed profiles from each5

cluster are implemented into the awebox optimal control model to determine feasible, power-optimal trajectories. The results

describe the influence of wind speed magnitude and profile shape on optimal trajectories, tether speed, tether length and tension.

Optimal operating heights are generally below 400 m with most AWES operating at around 200 m. This study compares power

curve visualizations for a constant reference height of 100 m to an apriori operating altitude guess of 100 - 400 m to the

pattern trajectory height. Power curves are estimated based on average cycle power and compared to wind turbine (WT)10

and quasi-steady-state AWES reference model (QSM) performance. A power curve comparison between mesoscale-simulated

wind conditions and logarithmic wind speed profiles shows that the offshore location is reasonably well approximated by

logarithmic wind speed profiles. Realistic wind data onshore often outperform the logarithmic reference due to the higher

number of non-monotonic wind speed profiles.

1 Introduction15

Airborne wind energy systems (AWESs) aspire to harvest stronger and less turbulent winds at mid-altitude, here defined as

heights above 100 m and below 1000 m, presumably beyond what is achievable with conventional wind turbines (WTs). The

prospects of higher energy yield combined with reduced capital cost motivate the development of this novel class of renewable

energy technology (Lunney et al., 2017; Fagiano and Milanese, 2012). Unlike conventional WTs, which over the last decades

have converged to a single concept with three blades and a conical tower, several different concepts and designs are still under20

investigation by numerous companies and research institutes (Cherubini et al., 2015). These kite-inspired systems consist of

three main components: one or more flying wings or kites, one or more ground stations and one or more tethers to connect

them. This study focuses on the two-phase, ground generation concept, also referred to as pumping mode. During the reel-out

phase the wing pulls a tether from a drum on the ground which is connected to a generator, thereby producing electricity. This

1

rschmehl
Highlight
Missing space.

rschmehl
Typewriter
and less intermittend

rschmehl
Note
The sentence is not correctly constructed. Removing the "operating heights" it does make sense to me. Please check carefully.

rschmehl
Strikeout

rschmehl
Typewriter
for

rschmehl
Typewriter
the

rschmehl
Typewriter
reeling 

rschmehl
Note
I believe that you mean the tether reeling speed and not the perpendicular velocity component.

I am also wondering what you mean here exactly with "tether length"? Do you mean min./max. length?

rschmehl
Typewriter
s

rschmehl
Strikeout

rschmehl
Typewriter
s

rschmehl
Note
I am wondering why you use here the term "visializations"? As far as I know a "power curve" is already a "visualization" (= "diagram"), depicting how much power can be produced at a certain wind speed?

rschmehl
Highlight
I have no idea what you want to say here, except that you compare power curves. What is the "constant reference height of 100 m", what the "a priory operating altitude guess of 100 - 400 m" and what means the "pattern trajectory height"? 

Firstly, you have not defined at this point what you mean with "reference height". Is it the hub height of a "reference" wind turbine, or what?

Secondly, the "a priori operatting altitude guess of 100 - 400 m". Why an "a priori guess"? How should the reader know what this means? 

Thirdly, from the structure of this sentence I derive that you compare "power curves" to the "pattern trajectory height". These two things can not be compared because they mean something entirely different.

Please carefully check and revise this sentence. 

rschmehl
Strikeout

rschmehl
Strikeout

rschmehl
Typewriter
corresponding curves determined with a

rschmehl
Strikeout

rschmehl
Typewriter
and for a wind turbine (WT)

rschmehl
Strikeout

rschmehl
Typewriter
Comparing power curves for

rschmehl
Strikeout

rschmehl
Highlight
I believe that you mean "mesoscale-simulated wind conditions", right? But I am not sure if this is what you mean. Can you reword this in such a way that it is clear what you mean?

rschmehl
Typewriter
leads to higher-quality results compared to 

rschmehl
Note
Avoid the use of "outperrform" in the context of performance estimation, if you do not use the word in this context. Here you refer to the quality of the simulation.

rschmehl
Highlight
Is there a simpler way to describe this? It is nice to avoid expert lingo in tha abstract. 

Also, isn't the log-law a non-monotonic profile? If yes, I do not understand what you want to say here.

rschmehl
Highlight
You mean this in the statistical sense, right? In this case I would use the more precise term "statistically more frequent".

rschmehl
Typewriter
AWES

rschmehl
Strikeout

rschmehl
Note
Cherubini et al (2015) is a solid reference but already a bit outdated 7 years old, which, for AWE systems is a very long period in which much has happened. You may want to include also these relatively recent (2021 and 2022) review articles:

Vermillion, C.; Cobb, M.; Fagiano, L.; Leuthold, R.; Diehl, M.; Smith, R.S.; Wood, T.A.; Rapp, S.; Schmehl, R.; Olinger, D.;
Demetriou, M. Electricity in the Air: Insights From Two Decades of Advanced Control Research and Experimental Flight Testing
of Airborne Wind Energy Systems. Annual Reviews in Control 2021. doi:10.1016/j.arcontrol.2021.03.002.

Fagiano, L.; Quack, M.; Bauer, F.; Carnel, L.; Oland, E. Autonomous Airborne Wind Energy Systems: Accomplishments and
Challenges. Annual Review of Control, Robotics, and Autonomous Systems 2022, 5, 603–631. doi:10.1146/annurev-control-042820-
124658.

Please decide for yourself. For your convenience:

@Article{Vermillion2021,
  author  = {Vermillion, Chris and Cobb, Mitchell and Fagiano, Lorenzo and Leuthold, Rachel and Diehl, Moritz and Smith, Roy S. and Wood, Tony A. and Rapp, Sebastian and Schmehl, Roland and Olinger, David and Demetriou, Michael},
  journal = {Annual Reviews in Control},
  title   = {Electricity in the Air: Insights From Two Decades of Advanced Control Research and Experimental Flight Testing of Airborne Wind Energy Systems},
  year    = {2021},
  date    = {2021-04-24},
  doi     = {10.1016/j.arcontrol.2021.03.002},
}

@Article{Fagiano2022,
  author  = {Fagiano, Lorenzo and Quack, Manfred and Bauer, Florian and Carnel, Lode and Oland, Espen},
  journal = {Annual Review of Control, Robotics, and Autonomous Systems},
  title   = {Autonomous Airborne Wind Energy Systems: Accomplishments and Challenges},
  year    = {2022},
  number  = {1},
  pages   = {603--631},
  volume  = {5},
  doi     = {10.1146/annurev-control-042820-124658},
}

rschmehl
Strikeout
A "flying wing" is a somewhat strange combination. Because a wing is made for flying, i.e. there is no "non-flying wing". The term "tethered aircraft" is more fitting, differenting this class of AWES from free-flying aircraft.

rschmehl
Typewriter
tethered aircraft

rschmehl
Strikeout

rschmehl
Typewriter
flying components to the ground

rschmehl
Typewriter
-

rschmehl
Strikeout

rschmehl
Typewriter
vertical

rschmehl
Typewriter
derived from

rschmehl
Strikeout

rschmehl
Note
Grammar: �if you report on prior work, use past tense when describing an activity that happened in the past. Use present tense only when describing somthing that �������is timeless, e.g. a physical fact or similar. 

The common practice is explained in
https://www.nature.com/scitable/topicpage/effective-writing-13815989/
in section "Using the right tense".

I marked only very few instances, where this caught my eye. Please go through the entire text and make this consistent.

rschmehl
Highlight
Since you mention onshore and offshore, you could actually skip this.  

rschmehl
Strikeout

rschmehl
Typewriter
heights

rschmehl
Highlight
Unclear to what you refer with "these claims". It is not a "claim" that AWESs operate above the heights that WTs can reach. That is a fact. It is also not a claim that wind is generally (in the statistical mean) stronger and more persistent with increasing height. This is an observation supported by measurements.

What is a claim is that AWESs would be economically viable. But you are not investigating the economics. A claim would also be the increased availablity of AWESs because the increased availability of wind at higher heights.

I would replace "investigate these claims" by "assess the harvesting performance of AWESs". Because this is what the title announces and what you actually do.

rschmehl
Strikeout
I would avoid mentioning awebox here, without reference, which you can not do in the abstract. Mention awebox in the main body of the manuscript and then with reference.

rschmehl
Typewriter
an

rschmehl
Highlight
I am wondering what a "dynamic" [...] "trajectory" is. I think that this terminology is not correct.

rschmehl
Typewriter
cyclic

rschmehl
Typewriter
(Luchsinger 2013)

rschmehl
Highlight
I find this too repetitive. I assume that you want to stress that you look at offshore and onshore conditions. It should be sufficient to mention this once here in the abstract.

rschmehl
Strikeout

rschmehl
Typewriter
between

rschmehl
Strikeout

rschmehl
Strikeout

rschmehl
Highlight
100 m (the lower bound for AWES operation) is certainly not "beyond" what is achievable with conventional WTs.

rschmehl
Typewriter
a

rschmehl
Typewriter
the

rschmehl
Note
@InCollection{Luchsinger2013,
  author    = {Luchsinger, Rolf H.},
  booktitle = {Airborne Wind Energy},
  title     = {Pumping Cycle Kite Power},
  chapter   = {3},
  doi       = {10.1007/978-3-642-39965-7_3},
  editor    = {Ahrens, Uwe and Diehl, Moritz and Schmehl, Roland},
  pages     = {47--64},
  publisher = {Springer},
  series    = {Green Energy and Technology},
  address   = {Berlin Heidelberg},
  year      = {2013},
}

rschmehl
Strikeout

rschmehl
Typewriter
kite

rschmehl
Note
I would use the "kite" instead of "wing". A kite is a tethered heavier-than-air flying device. This includes also tether fixed-wing aircraft, also reflected by the fact that the Makani team called the M600 an "energy kite". The term "wing" is already too specific and excludes other flying devices, such as the rotating system of Wind Fisher, for example.

rschmehl
Highlight
It was so far nowhere mentioned that the concept you are considering is using pumping cycle operation. Thus, the use of "cycles" is very much surprising here, comes out of the blue. For insiders, this is of course clear by you mentioning "ground generation" in the title (i.e. this practically requires cyclic operation) but for someone new to AWE, this would not be clear.

rschmehl
Strikeout

rschmehl
Typewriter
height

rschmehl
Highlight
This is written as "a priori" - see https://en.wikipedia.org/wiki/A_priori_and_a_posteriori



is then followed by the reel-in phase during which the wing adjusts its angle of attack to reduce aerodynamic forces and returns25

to its initial position. Various other concepts such as fly-gen, aerostat or rotary lift are not considered in this study (Cherubini

et al., 2015).

Since this technology is still at an early stage of development, validation and comparison of results is difficult. A standardized

power curve definition and reference design, similar to Jonkman et al. (2009) or Gaertner et al. (2020), will enable comparison

between different concepts and to conventional wind turbines. It is not the goal of this study to determine such a general30

power curve, but rather investigate the variation in power stemming from realistic wind profiles. Recent consensus among

the community defined a power curve as the maximum average cycle trajectory power over wind speed at pattern trajectory

height, which is the expected or actual time-averaged height during the reel-out (power production) phase (Airborne Wind

Europe, 2021). Together with the site-specific wind resource, power curves help wind park planners and manufacturers to

estimate annual energy production (AEP), Levelized cost of electricity (LCOE) and determine financial viability (Malz et al.,35

2020a). The glossary does not yet define an estimation method for these metrics. In contrast to conventional WT, where the

wind speed probability distribution at hub height is used to determine AEP, AWES continuously change their operating height,

making it difficult to determine AEP with this approach. Furthermore, the performance of AWESs is highly dependent on the

shape and magnitude of the wind speed profile over a range altitudes. Simple wind profile approximations using logarithmic or

exponential wind speed profiles, which are often erroneously applied beyond earth’s surface layer (Optis et al., 2016), might40

approximate long-term average conditions, but cannot capture the broad variation of profile shapes that exist on short timescales

(Emeis, 2013). They are therefore an inappropriate approximation of instantaneous wind conditions and do not capture diurnal

or seasonal changes, which can lead to power output variation. However, they can be employed to estimate average performance

and are the standard in most AWES power estimation studies. An early performance analysis by Heilmann and Houle (2013)

used exponential wind speed profiles with a wind shear exponent of 0.15 and a standard Rayleigh distribution with 7 ms−145

to estimate performance and cost. Ranneberg et al. (2018) describes the performance of a soft kite pumping mode AWES

with a family of power curves at different fixed altitudes, which correspond to the findings in this research. Leuthold et al.

(2018) investigated power-optimal trajectories and performance of a ground generation multi kite configuration for a range of

logarithmic wind speed profiles. Licitra et al. (2019) estimated the performance and power curve of a ground generation, fixed-

wing AWES by generating power-optimal trajectories and validating them against Ampyx AP2 data (Licitra, 2018; Malz et al.,50

2019; Ampyx, 2020), which is also used in this research. The optimal, single-loop trajectory was defined by a simple power

law approximation of the wind speed profile. Because of the the upscaling drawbacks of single-kite AWES, De Schutter et al.

(2019) analyzed the performance of utility scale, stacked multi-kite systems, using the same optimization framework as this

research. Onshore and offshore logarithmic wind speed profiles serve as boundary conditions for the non-linear optimization

problem. Malz et al. (2020b) optimized performance, based on the model described in (Malz et al., 2019), for clustered wind55

speed profiles, similar to this research. To reduce computation time, wind data were clustered into characteristic profile shapes

and sorted by average wind speed. This allowed for the initial guesses of every subsequent optimization to be based on the

previous results. Aull et al. (2020) explored the design and sizing of fly-gen rigid-wing systems based on a steady-state model

with simple aerodynamic and mass-scaling approximations. The wind resource was described by an exponential wind shear
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model with Weibull distribution. Bechtle et al. (2019) used ERA5 data to assess the wind resource at higher altitudes for entire60

Europe. The authors describe the potential energy yield without accounting for a specific power conversion mechanism. The

investigation includes a description of wind speed and probability for several heights. Schelbergen et al. (2020) compares

energy production based on this data set to performance based on the Dutch Offshore Wind Atlas (DOWA) and light detection

and ranging (LiDAR) data. The authors used principal component analysis and k-means clustering to determine representative

wind speed profiles for a part of the Netherlands and the North Sea. They derived power curves and estimated AEP from wind65

statistics for several locations. Faggiani and Schmehl (2018) investigated aspects of joint operation, such as spacial stacking

of the systems and phase-shifted operation of several 100 kW soft wing pumping kite systems arranged in a wind park.

Performance was estimated by a quasi-steady-state model (QSM) (Schmehl et al., 2013; van der Vlugt et al., 2019), similar to

the one used for in this research, subject to a standard logarithmic wind profile.

Wind profiles are governed by weather phenomena, environmental and location-dependent conditions (e.g. surface rough-70

ness) on a multitude of temporal and spatial scales. The preferred means of determining wind conditions for wind energy

converters are long-term, high resolution measurements, which at mid-altitudes can solely be achieved by long-range remote

sensing such as LiDAR or SoDAR (sonic detection and ranging). Measuring wind conditions at mid-altitudes is costly and

difficult, due to reduced data availability (Sommerfeld et al., 2019a). Additionally, publicly available measurements are hard to

find because they are typically proprietary. Therefore, wind data in this study are exclusively based on Weather Research and75

Forecasting model (WRF) mesoscale simulations (Skamarock et al., 2008), but the described trajectory optimization method-

ology can be applied to any wind data set such as wind atlas data or measurements. Numerical mesoscale weather prediction

models such as the WRF, which is well known for conventional WT siting applications (Salvação and Guedes Soares, 2018;

Dörenkämper et al., 2020), are used to estimate wind conditions on time scales of a few minutes to years. Sommerfeld et al.

(2019b) compares the simulated onshore data used in this study, located in northern Germany near the city of Pritzwalk, to80

LiDAR measurements and found a good, but altitude-dependent agreement between both data sets . The simulated offshore

conditions used in this study can be references against data at the FINO3 research platform in the North Sea. This study inves-

tigates AWES performance subject to 10-minute average wind data, which is the standard for conventional WT, while the New

European Wind Atlas (NEWA) only provides 30-minute average data (Witha et al., 2019). We use this higher resolution wind

data because the higher temporal, spatial and vertical resolution reduces averaging and allows for the investigation of more85

realistic wind conditions.

The key contribution of this paper is the investigation of power-optimal AWES performance subject to realistic onshore

and offshore wind profiles and its impact on average cycle power variation. Therefore, WRF-simulated wind data are used

instead of assuming a wind profile relationship such as the logarithmic or exponential wind profile. Furthermore, this study is

a continuation of previous analyses of LiDAR measurements (Sommerfeld et al., 2019a) and WRF simulations (Sommerfeld90

et al., 2019b) at the onshore locatio. To justify the realism of the data location specific characteristics are described. The

data are categorized using k-means clustering which classifies each locations wind data into groups of similar wind speed

magnitude and profile shape. From these clusters three representative profiles are sampled and implemented into the awebox

optimization toolbox as boundary conditions. By selecting these profiles based on their average wind speed between 100 and
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400 m, which is an apriori guess of the pattern trajectory height (Airborne Wind Europe, 2021), we use actual simulated data95

instead of averaged data. By choosing the 5th, 50th, 95th percentile, we encompass the most likely operating conditions within

each cluster and avoid non-representative profile extrema. This drastically reduces the computational cost as only few selected

profiles are needed to represent the entire wind spectrum. This study only uses 60 out of 52560 10-minute wind profiles. This

is sufficient for the scope of this study, which includes the analysis of representative operating conditions and the estimation of

power curves.100

The awebox optimization model allows for the investigation of dynamic performance parameters, such as aircraft trajec-

tories, tether tension, tether speed and power which highly depend on the wind conditions. The aircraft model is based on the

well investigated and published Ampyx AP2 prototype (Licitra, 2018; Malz et al., 2019; Ampyx, 2020), scaled to a wing area

of A= 20 m2. The optimize average cycle powers are referenced against optimal performance subject to a simple logarithmic

wind speed profile, a quasi-steady-state reference AWES model (QSM), and a steady-state WT power estimation. The apriori105

guess of 100 and 400 meter reference height is verified by comparing AWESs power curves over wind speed at reference height

to wind speed at pattern trajectory height.

The paper is structured as follows: Section 2 introduces the mesoscale WRF model setup. Section 2.2 analyzes the onshore

and offshore wind resource. Section 2.3 introduces the k-means clustering algorithm and summarizes results of clustered wind

profiles (both longitudinal and lateral wind components). For visualization purposes data are shown for k = 10 clusters, while110

20 clusters are used in the later analysis. Section 3 introduces the dynamic AWES model, comprising of aircraft, tether and

ground-station models. Section 4 describes the awebox optimization framework, summarizes the aircraft parameters, system

constraints and initial conditions. This is followed by a description of the wind, WT and AWES reference models in section 5.

Section 6 presents the results which include flight trajectories and time series of various performance parameters, a statistical

analysis of tether length and operating altitude as well as a power curve estimation. Finally, Section 7 concludes with an outlook115

and motivation for future work.

2 Wind conditions

As of now no universally accepted mid-altitude AWES reference wind model exists. Therefore we analyze the onshore and

offshore wind conditions based on the mesoscale WRF model introduced in Sub-section 2.1. Sub-section 2.2 analyses wind

statistics to gives an instight into the wind regime at both locations. Clustering, introduced in Sub-sections 2.3, is used to de-120

termine groups of similar wind profiles from which unaveraged, representative profiles are sampled. This significantly reduces

the computational cost as only few selected profiles are necessary to represent the wind regime and to approximate the power

curves. Sub-sections 2.4 and 2.5 describe the resulting clusters and their statistical correlation with temporal and meteorological

phenomenon.
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2.1 Mesoscale simulations125

This study compares AWES performance for onshore and offshore locations in Europe (Figure 1). Wind conditions for the

chosen years are assumed to be representative of these locations. However, the wind data has not been compared to long-term

wind atlas data and has not been corrected using long-term simulations. The onshore data represents wind conditions at the

Pritzwalk Sommersberg airport (lat: 53◦10′47.00′′N, long: 12◦11′20.98′′E) in northern Germany and comprises 12 months

of WRF simulation data between September 2015 and September 2016. The area surrounding the airport mostly consists of130

flat agricultural land with the town of Pritzwalk to the south and is therefore a fitting location for wind energy generation

(Sommerfeld et al., 2019a, b). The FINO3 research platform in the North Sea (lat: 55◦11,7′N, long: 7◦9,5′ E) was chosen

as a representative offshore location due to the proximity to several offshore wind farms and the amount of comprehensive

reference measurements (Peña et al., 2015). The offshore simulation covers the time frame between September 2013 and

September 2014.135

The mesoscale simulations use the Weather Research and Forecasting (WRF) model. The onshore simulation was performed

with version 3.6.1 (Skamarock et al., 2008) prior to the 2018 release of WRF version 4.0.2 (Skamarock et al., 2021) in which

the offshore simulations were computed. The setup of the model has been adapted and constantly optimized for wind energy

applications by the authors of the present manuscript with the framework of various projects and applications in recent years

(Dörenkämper et al., 2015, 2017; Dörenkämper et al., 2020; Hahmann et al., 2020; Sommerfeld et al., 2019b). The focus of140

this study is not on the detailed comparison between mesoscale models, but on AWES performance subject to realistic onshore

and offshore wind conditions. Both WRF models provide adequate wind data for performance assessment, even though the

setup and time frame are different.

Each simulation consists of three nested domains around their respective location (black dot) shown in Figure 1. Atmospheric

boundary conditions are defined by ERA-Interim (Dee et al., 2011) for the onshore location and by ERA5 (Hersbach and Dick,145

2016) reanalysis data for the offshore location, while sea surface parameters for the offshore location are based on OSTIA

(Donlon et al., 2012). These data sets have proven to provide good results for wind energy relevant heights and sites (Olauson,

2018; Hahmann et al., 2020). Both simulations use the MYNN 2.5 level scheme for the planetary boundary layer (PBL) physics

(Nakanishi and Niino, 2009). While the onshore simulation was performed in a single 12 month spanning simulation 2015-

09-01 to 2016-08-31), the offshore simulation period consisted of 410 days (2013-08-30 to 2014-10-14) that was split into 41150

simulations of 10 days each with an additional 24 hours of spin-up time per run. Spin-up describes the period during which

the model produces unreliable results due to the initialization based on a coarser, global atmospheric reanalysis data set. The

data at every vertical, terrain-following, pressure coordinate (sigma level) are transformed to the geometric heights using the

post-processing methodology described in Dörenkämper et al. (2020). Table 1 summarizes the key parameters of the model

settings used in this study. All simulations were run on the EDDY High-Performance Computing clusters at the University of155

Oldenburg (Carl von Ossietzky Universität Oldenburg, 2018).
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FINO3

Pritzwalk

50°N

55°N

5°E 10°E 15°E

Figure 1. Map of northern Germany with the representative onshore (Pritzwalk) and offshore (FINO3) locations highlighted by black dots.

2.2 Wind regime

Figure 2 depicts the wind roses of the annual wind conditions at 100 m (a,b) and 500 m (c,d) height onshore (left) and offshore

(right). The dominant wind direction at both locations is southwest, turning clockwise with increasing altitude.

Directional variability decreases and wind speed increases with height, following the expected trends in the northern hemi-160

sphere (Arya and Holton, 2001; Stull, 1988). The average onshore wind direction turns about 14◦ between 100 and 500 m,

whereas average offshore wind direction only veers approximately 5◦. The offshore wind direction turns approximately 10◦

additional degrees above 500 m, resulting in roughly the same westerly wind direction at high altitudes at around 1000 m. Due

to the prevailing unstable conditions offshore, which are accompanied by strong vertical mixing, the investigated heights show

less veer than onshore. The wind shear at the offshore location is lower compared to the onshore location due to lower surface165

roughness.
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Table 1. Key setup parameters of the onshore and offshore mesoscale WRF simulations Skamarock et al. (2008)

Model Parameter Settings

Onshore Offshore

WRF model version 3.5.1 4.0.2

time period 2015-09-01 to 2016-08-31 2013-08-30 to 2014-10-14

Reanalysis ERA-Interim ERA5 & OSTIA

Horizontal grid size (D01, D02, D03) 120 ×120, 121 ×121, 121 ×121 150 ×150, 151 ×151 , 151 ×151

Resolution (D01, D02, D03) 27 km, 9 km, 3 km 18 km, 6 km, 2 km

Vertical levels 60 sigma levels (about 25 below 2 km) 60 sigma levels (about 25 below 2 km)

Nesting 1-way 1-way

Initialisation strategy single run 240 h runs plus 24 h spinup time

Nudging Analysis nudging (FDDA) Analysis nudging (FDDA)

PBL scheme MYNN level 2.5 scheme MYNN level 2.5 scheme

Micro physics Ferrier scheme WRF Single–moment 5–class scheme

Long wave & shortwave radiation RRTM & Dudhia RRTMG scheme

Figure 3 shows the annual horizontal wind speed probability distributions at each height level for both locations. These

distributions give an insight into the wind speed statistics at specific heights, but not into the statistics of the wind profile

shapes. The chosen nonlinear color gradient allows for the representation of the entire relative probability range. Onshore (a)

wind speeds are relatively low and have a fairly narrow deviation below 300 m, due to dominant surface effects. Above this170

height the distribution broadens, but a high probability of low wind speeds remains for the full height range. The distributions

show bimodal characteristics caused by different atmospheric stratification. Low wind speeds are commonly associated with

unstable and high wind speeds with neutral or stable atmospheric conditions.

Such multimodal distributions at higher altitudes are better described by the sum of two or more probability distributions,

as standard Weibull or Rayleigh distributions cannot capture this phenomenon (Sommerfeld et al., 2019a). Offshore (b) wind175

speeds display a wider distribution at all heights as they are less affected by surface effects. Similar to onshore, the offshore

frequency distribution also shows a high probability of lower wind speeds (between 5-10 ms−1) at all heights. Higher wind

speeds at lower altitudes benefits conventional WT and weakens the argument for offshore AWES as one of their benefits would

be to harness energy from the stronger winds at higher altitudes. Additional reasons for placing AWES offshore are safety and

land use regulations and potential cost benefits of a smaller support structure (offshorewind.biz, 2018; Lunney et al., 2017;180

Ellis and Ferraro, 2016).

Atmospheric stability of the boundary layer, which highly affects the wind speed profile shape, is commonly characterized

using the Obukhov length L (Obukhov, 1971; Sempreviva and Gryning, 1996). Here the application is extended to mid-

altitudes. L is defined by the simulated friction velocity u∗, virtual potential temperature θv, potential temperature θ, kinematic
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Figure 2. Wind roses of annual wind direction and speed statistics at Pritzwalk (onshore) and FINO3 (offshore) for 100 and 500 m during

the simulated year.

virtual sensible surface heat flux QS, kinematic virtual latent heat flux QL, the von Kármán constant k and gravitational185

acceleration g:

L=

(
−u3
∗θv

kg

)(
1

QS
+

0.61

QLθ

)
. (1)

Various stability classifications using Obukhov length are defined for different wind energy sites. Table 2 summarizes the

Obukhov length bin widths (Floors et al., 2011) and the frequency of occurrence of each stability class onshore and offshore,

consistent with Sommerfeld et al. (2019b).190

Neutral stratification occurs approximately 20% of the year at both locations. The lower heat capacity of the land surface

leads to a faster heat transfer and a quicker surface cool-off which favors the development of stable stratification (≈17%

onshore vs ≈6% offshore). The offshore location has a higher probability of unstable conditions which is likely caused by a

warmer ocean surface compared to the air above (Archer et al., 2016).
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Figure 3. Comparison of WRF-simulated annual wind speed probability distribution at each height level between Pritzwalk (onshore left)

and FINO3 (offshore right) up to 1000 m. A nonlinear color scheme is chosen to represent the high probability of low altitude onshore winds

while still differentiating the lower, wide spread frequencies at higher altitudes.

Table 2. Stability classes based on Obukhov lengths (Floors et al., 2011) and associated annual probability at Pritzwalk (onshore; 01.09.2015

- 31.08.2016) and FINO3 (offshore; 30.08.2013 - 14.10.2014), based on WRF results.

Stability class L [m] onshore offshore

Unstable (U) -200 ≤ L≤ -100 7.27% 13.66%

Nearly unstable (NU) -500 ≤ L≤ -200 7.09% 16.34%

Neutral (N) |L| ≥ 500 20.71% 22.82%

Nearly stable (NS) 200 ≤ L≤ 500 12.56% 5.15%

Stable (S) 50 ≤ L≤ 200 17.24% 6.20%

Very stable (VS) 10 ≤ L≤ 50 10.04% 2.96%

Other -100 ≤ L≤ 10 25.09% 32.87%

Both unstable and stable conditions can lead to non-logarithmic and non-monotonic wind speed profiles. Unstable conditions195

are often accompanied by almost uniform wind speed profiles due to increased mixing, whereas low-level jets (LLJs) can

develop during the nocturnal stable onshore boundary layer (Banta, 2008). Both locations have a high chance of unassigned
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conditions (labeled as “Other”) which are mostly associated with low wind speeds. All of which affect AWES operation

conditions and power production.

2.3 Clustering of wind conditions200

An accepted methodology to describe the near-surface atmosphere is atmospheric stability, commonly quantified by the

Obukhov length (Obukhov, 1971; Sempreviva and Gryning, 1996) which exclusively uses surface data (Section 2.2 and Equa-

tion (1)). Previous studies (Sommerfeld et al., 2019a, b) showed that Obukhov-length-classified wind speed profiles diverge

with height, especially during neutral and stable conditions, which indicates vertically heterogeneous atmospheric stability and

suggests that surface-based stability categorization is insufficient for higher altitudes. Clustering wind velocity profiles based205

on their similarity results in more cohesive profile groups (Schelbergen et al., 2020). In contrast to classifying the wind regime

by atmospheric stability, which requires additional temperature and heat flux data, clustering only uses wind data at multiple

heights and groups profiles by similarity. Therefore, clustering can also be applied to wind-only measurements such as LiDAR.

The k-means clustering algorithm (Pedregosa et al., 2011) used in this study is chosen for its ease of use and scalability,

due to the high dimensionality of the data set. Many other algorithms produce similar results, but a comparison between210

clustering algorithms is beyond the scope of this research. Before clustering, the two horizontal wind velocity components

u and v, whose vertical variation define the wind velocity profile, are rotated such that the main wind component (average

wind direction between 100 m and 400 m) umain points in the positive x direction and the transverse component udev is

perpendicular to it, pointing in the positive y direction. This removes the directional dependency of the wind velocity profiles,

results in more homogeneous clusters and simplifies the comparison of wind data and awebox results. It is analogous to215

assuming omnidirectional operation. The trajectory optimization still needs to adjust to changes in wind conditions with height.

The wind velocity data set up to 1000 m comprises of data points at 30 height levels and in 2 directions. The clustering

algorithm assigns each data point to one of k clusters represented by their respective cluster mean, also called “centroid”.

These centroids are chosen such that they minimize the sum of the Euclidean distances to every data point within each cluster.

This cost function is also referred to as “inertia” or “within-cluster sum-of-squares”. As such, the centroids are usually not220

actual data points, but rather the clusters’ average, and will at best coincide with a data point by chance. The resulting cluster

label is the result of random initialization and does not have any mathematical meaning. We therefore sort and label the clusters

by average wind speed between 100 m - 400 m for the following analyses in Sub-section 2.4. The variable k refers to the fixed,

predefined number of clusters. The choice of k significantly affects the accuracy of the wind resource description as well as the

computational cost. The choice of k is informed by the elbow method, named after the characteristic line chart which resembles225

an arm, and silhouette score. The “elbow” (the point of inflection on the curve) is a good indication that the underlying model

fits well for the corresponding number of clusters. k can be chosen at a point where the inertia reduction becomes marginally

small or decreases linearly (Pedregosa et al., 2011). Absolute values of inertia are not a normalized metric and therefore scales

with size of the considered data set. The silhouette coefficients on the other hand are normalized between -1 (worst) and 1

(best). They indicate the membership of a data point to its cluster in comparison to other clusters, i.e. proximity of each data230

point in one cluster to data points in neighboring clusters (Pedregosa et al., 2011). A negative value suggests that a data point
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is assigned to the wrong cluster. The silhouette score is the average of all silhouette coefficients for a fixed number of clusters

k.

Figure 4 (a) shows the inertia (within-cluster sum-of-squares) for both locations. Figures 4 (b) and 4 (d) show the silhouette

coefficients for every cluster for k = 10, which is chosen here for visualization purposes. The corresponding average silhouette235

score is depicted by a dashed, red, vertical line. Each cluster is sorted by average wind speed between 100 m and 400 m and

color coded corresponding to centroid average wind speed, same as Figure 5. Performing this silhouette score analysis for

multiple k results in the trend shown in Figure 4 (c). A k of 20 seems to be a decent choice for the available data sets as inertia

only decreases moderately for higher number of clusters which does not justify the additional computational cost. Similarly, the

silhouette score remains almost constant for higher numbers of clusters. Therefore, k = 20 has been chosen for later analyses240

in Section 6.
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Figure 4. k-means clustering inertia over of number of clusters k (a) for one year of onshore (blue) and offshore (orange) wind velocity

profiles up to 1000 m. The Onshore (b) and offshore (d) silhouette coefficients express the distance to neighbouring clusters and are color

coded according to average wind speed between 100 and 400 m, same as in Figures 5 7, 8 and 9. The red dashed line represents the silhouette

score, which is the average silhouette coefficient. Silhouette score (c) over number number of cluster k for both locations. The number of

clusters k = 10 has been chosen for presentation purposes only. Later analyses use k = 20 clusters.
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2.4 Analysis of clustered profiles

For visualization purposes, the following Sub-sections describe the wind conditions at both locations using only k = 10 clusters.

Later analyses use k = 20 clusters.

Figures 5 (a) and 5 (b) show the average profiles of the clustered wind velocity profiles, also referred to as centroids. Their245

color corresponds to the average wind speed between 100 and 400 m. All WRF-simulated wind speed profiles are depicted in

gray. Clusters are sorted by average centroid speed between 100 and 400 m, represented by their colors and labels (C = 1−10).
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Figure 5. Onshore (left) and offshore (right) average annual wind speed profiles (centroids) resulting from k-means clustering for k = 10

(a,b). All comprising WRF-simulated wind speed profiles are depicted in gray. The centroids are sorted, labeled and color coded in ascending

order of average wind speed between 100 and 400 m. The corresponding cluster frequency of occurrence f for each cluster C is shown in

(c) and (d) below.

As expected, offshore (Figure 5 b) low altitude wind speeds are higher and wind shear is lower than onshore (Figure 5 a).

Overall, offshore centroids are wider spread in comparison to the onshore profiles and do not show a wind speed reversal. This

indicates more homogeneous wind conditions offshore and a higher likelihood of LLJs onshore. At both locations, the first250

two clusters exhibit very low wind shear with an almost constant wind speed above 200 m. These low wind speed clusters

amount to approximately 25 % onshore (c) and 20% offshore (d), as can be seen in the corresponding cluster frequency of

occurrence f . A standard logarithmic wind profile does not accurately describe such almost constant profiles which could lead

to an overestimation of wind speeds at higher altitudes. Therefore, AWESs need to be able to either operate under such low
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wind speeds or need to safely land and take-off. Onshore clusters 4 and 5 seem to mostly comprise of non-monotonic profiles255

as these centroids show a distinct LLJ nose at about 200 m and 300 m. Onshore centroids of clusters 7 and 8 also show a slight

wind shear inversion at higher altitudes.

Within a cluster, the wind speed profiles span a fairly narrow range of wind speeds indicating coherent clusters. Figure 6

shows the distribution of wind speed profiles within each of the clusters.
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Figure 6. Vertical onshore wind speed profiles categorized into k = 10 clustered using the k-means clustering algorithm. Later analyses use

k = 20 clusters. The average profile (centroid) is shown in blue and the profiles associated with this cluster are shown in gray. Clusters 1

to 10 (a-j) are sorted and labeled in ascending order of average centroid wind speed between 100 m and 400 m. The corresponding cluster

frequency f for each cluster C is shown in Figure 5. The red lines mark the wind speed profile with the 5th, 50th and 95th percentiles of

average wind between 100 and 400 m within each cluster.

The clusters C = 1 (a) to C = 10 (j) are sorted by average centroid (blue line) wind speed between U(zref = 100− 400 m).260

The red lines indicate the profile associated with the 5th, 50th and 95th percentiles of U(zref) within each cluster. To reduce

computational cost, only these profiles are later implemented into the awebox optimization framework. We chose these profiles

because they are less likely to be an irregular outliers of their respective cluster than the cluster’s extrema. Furthermore, these

profiles describe the in-cluster variation with respect to wind speed and profile shape. The focus of this study is the investigation

of AWES performance subject to realistic wind conditions, which is why we opted against using averaged or scaled data, such265

as the cluster centroids or normalized wind speed profiles. The equivalent offshore clusters can be found in Figure A1 in the

13



appendix. Evidently, the wind speed magnitude plays a dominant role in the clustering process. This can lead to profiles with

different shapes to be assigned to the same cluster due to similar average wind speed. A clearer wind profile shape distinction

could be achieved by normalizing the data before clustering it (Molina-García et al., 2019; Schelbergen et al., 2020).

2.5 Analysis of clustered statistics270

This subsection investigates the correlation between clusters and monthly (Figure 7), diurnal (Figure 8) and atmospheric sta-

bility (Figure 9) for the onshore (top row) and offshore (bottom row) location. This reveals patterns within the clusters, gives

an insight into the wind regime and informs AWES performance for a given time and location. Here only k = 10 clusters are

chosen for presentation purposes, but wind data from k = 20 will be investigated in later sections. Clusters are sorted in ascend-

ing order of average centroid wind speed U(zref = 100− 400 m) and color coded accordingly. The corresponding centroids275

are shown in Figure 5.

Both locations follow a distinct annual pattern (Figure 7). Profiles associated with high wind speeds are more likely during

the winter months and profiles with low wind speeds are predominantly found in summer. The two onshore and offshore

clusters associated with the highest wind speed are almost exclusively present during November to February.
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Figure 7. Monthly frequency of k-means clustered onshore (top) and (offshore) wind velocity profiles for a representative k = 10. All clusters

are sorted and color coded according to their average wind speed between 100 and 400 m. The corresponding centroid associated with each

cluster can be found in Figure 5.

Offshore data shows almost no diurnal variation (Figure 8) with only a slight increase of clusters associated with lower wind280

speeds during daytime. Onshore clusters on the other hand are more dependent on the diurnal cycle with a higher likelihood of

low speed clusters after sunrise. The frequency of onshore cluster 4, which comprises a LLJ nose (Figure 5), drops to almost

zero during daytime and increases during nighttime, substantiating the assumption that this cluster is associated with nocturnal

LLJs.
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Figure 8. Diurnal frequency of k-means clustered onshore (top) and (offshore) wind velocity profiles for a representative k = 10. All clusters

are sorted and color coded according to their average wind speed between 100 and 400 m. The corresponding centroid associated with each

cluster can be found in Figure 5.

The wind velocity clusters correlate with atmospheric stability as expected (Figure 9). Low wind speed clusters make up285

about 20% to 30% of the annual wind resource. These clusters exhibit Obukhov lengths close to zero (likely caused by very low

friction velocity u∗) and are classified as “other” because they do not fall within one of the other atmospheric stability classes

according to (Floors et al., 2011) (Table 2). Unstable (U) and near unstable (NU) conditions are associated slightly higher wind

speeds. The highest wind speeds develop during neutral (N) and near stable (NS) conditions. It needs to be acknowledged that

strong winds driven by large pressure gradients can lead to neutral stratification. LLJ profiles associated with onshore cluster 4290

are most likely to develop during stable (S) and very stable (VS) conditions.

In conclusion, k-means clustering is able to capture and reveal temporal variations in the wind regime as well as location

specific wind profile shapes up to high altitudes. Wind speed magnitude seems to determine the resulting clusters more than

profile shape. Less common, non-monotonic profile shapes, for example profiles with LLJs, can be identified. Normalizing the

profiles before clustering will give more insight into the different vertical profile shapes, but is not pursued in the present study.295

The cluster frequency reflects the expected temporal and atmospheric stability classification.

3 Dynamic AWES model

This section introduces the dynamic AWES model used in the awebox trajectory optimization framework (De Schutter et al.,

2020). Sub-section 3.1 gives an overview of the system configuration. The following Sub-sections introduce the aerodynamic

model (Sub-section 3.2), the aircraft mass model (Sub-section 3.3).300
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Figure 9. Atmospheric stability (U: unstable, NU: nearly unstable, N: neutral, NS: nearly stable, S: stable, VS: very stable) distribution of

k-means clustered onshore (top) and (offshore) wind velocity profiles for a representative k = 10. The associated stability classes are based

on Obukhov length (Table 2). All clusters are sorted and color coded according to their average wind speed between 100 and 400 m. The

corresponding centroid associated with each cluster can be found in Figure 5.

3.1 Model configuration

The model considers a 6 degree of freedom (DOF) rigid-wing aircraft which is connected to the ground via a straight tether.

By introducing the tether, the DOF is reduced to 5, a minimized set of generalized coordinates. It uses precomputed quadratic

approximations of the aerodynamic coefficients which are controlled via aileron-, elevator- and rudder-deflection rates (Malz

et al., 2019). The longitudinal motion of the tether is controlled via the tether jerk
...
l from which tether acceleration l̈, speed l̇ and305

length l are determined. The tether is modeled as a single solid rod which cannot support compressive forces (De Schutter et al.,

2019). The rod is divided into naero = 10 segments. Tether drag is calculated individually for each segment, using the local

apparent wind speed (Bronnenmeyer, 2018). The tether drag of every segment is equally divided between the two endpoints

and propagated to either the aircraft or ground station. This leads to an underestimation of total tether drag at the aircraft. Refer

to (Leuthold et al., 2018) for more details. The ground station itself is not explicitly modeled, but implemented as a set of310

constraints.

A reel-in speed of l̇in = 15 ms−1 and reel-out speed of l̇out = 10 ms−1 are chosen, resulting in a reel-out to reel-in ratio of
2
3 which is assumed to be within design limitations of the winch. A maximum tether acceleration of l̈ = 20 ms−2 is imposed

to comply with generator torque limits. The tether diameter is chosen such that the maximum tether tension is about Fmax
tether =

50 kN with a safety factor of SF = 3. This results in a rated average cycle power of about Prated ≈ 260−300 kW. These ground315

station and tether constraints do not represent a fully optimized design, but rather an example system.
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3.2 Aerodynamic model

The presented model utilizes the Ampyx AP2 aerodynamic coefficients from De Schutter et al. (2020); Malz et al. (2019);

Ampyx (2020). The AP2 reference is scaled to a wing area of A= 20 m2 while the aspect ratio is kept constant at AR= 10.

The total drag coefficient cD,total of the aircraft and tether highly depends on tether drag and therefore diameter d and length l,320

as well as the wing area A and aerodynamic drag coefficient of the wing cD,wing. To illustrate the effect of a longer tether, we

utilize a simple tether drag estimation and visualize the aerodynamic coefficients for tether lengths up to l = 1000m in Figure

10.
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Figure 10. Ampyx AP2 reference wing aerodynamic lift cL (a) and drag cD,total coefficients (b) (Malz et al., 2019; Ampyx, 2020), including

tether drag according to Equation (2), for a wing area A of 20m2 and tether diameter of d= 7.8mm (Table 3. Tether length varies between

250 m and 1000 m. (c) shows the pitch moment coefficient cm as a function of angle of attack. The bottom figures display lift over drag (d),

lift-to-drag ratio over angle of attack (e) and c3R/c
2
D,total over angle of attack (Loyd, 1980).

We consider a straight, cylindrical tether with constant diameter and an aerodynamic tether drag coefficient cD,tether of 1.0,

which would be even higher for braided tethers. Assuming a uniform wind, the line integral along the tether results in a total325

effective drag coefficient of:

cD,total = cD,wing +
1

4

ld

A
cD,tether (2)

See Houska and Diehl (2007); Argatov and Silvennoinen (2013) and van der Vlugt et al. (2019) for details.
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We approximate the wing’s lift coefficient cL (Figure 10 a) by a quadratic function to simulate stall effects. A single poly-

nomial description is necessary, as the optimization algorithm requires a two times differentiable function. As a result, the330

implemented cL (blue) slightly exceeds the linear (orange) lift coefficient cref
L between−5≤ α≤ 10◦. The pitch moment (Fig-

ure 10 c) is assumed to behave linearly and changes in the drag coefficient (Figure 10 b) are approximated by a quadratic

function. Tether drag is independent of aircraft angle of attack and therefore added to the zero-lift drag coefficient cD0. cR

represents the resultant aerodynamic force coefficient:

cR =
√
c2L + c2D,total. (3)335

The optimal values of the glide ratio cL/cD,total (Figure 10 e) and aerodynamic factor c3R/c
2
D,total (Figure 10 f) which is

one of the main determining factors of AWES power (Schmehl et al., 2013; Loyd, 1980), decrease significantly with tether

length and shift towards higher angles of attack. This effect is less pronounced for larger wings because the effect of tether

drag reduces when scaling up to larger aircraft.

3.3 Aircraft mass model340

The aircraft dynamics are described by a single rigid body of mass maircraft and moment of inertia J, with aerodynamic

forces and moments applied to it. maircraft and J are determined by upscaling the AP2 reference wing from AAP2
wing = 3 m2 to

A= 20 m2. Massmscaled and moment of inertia Jscaled of a rigid-wing aircraft scale relative to wing span bwith a mass-scaling

exponent κ.

mscaled =mref

(
b

bref

)κ
(4)345

Jscaled = Jref

(
b

bref

)κ+2

(5)

Pure geometric scaling corresponds to Galileo’s square-cube law with κ= 3. In reality, as has been seen for the development

of conventional WTs, design and material improvements occur over time. A review of the available literature containing system

mass details was conducted to identify an appropriate mass-scaling factor. The results are shown in Figure 11 depicting actual

and anticipated AWES scale bounded by κ= 2.2− 2.6 (gray area). We chose κ= 2.4 based on a curve fit of the available350

published sizing study data. This seems quite ambitions and might be achievable for soft wing kites. The mass of these hollow

tensile structures filled with air mostly scales the wing surface, leading to significantly lower mass-scaling exponents and more

beneficial mass-scaling. A scaling study (Sommerfeld et al., 2020) which has been written in parallel to this paper investigates

the impact of variable mass-scaling exponents.
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Figure 11. Curve fit of published sizing studies aircraft mass (Haas et al., 2019; Kruijff and Ruiterkamp, 2018; Eijkelhof et al., 2020;

Ampyx, 2020; Echeverri et al., 2020). For these data mass scales within a scaling exponent range of κ= 2.2− 2.6 (gray area). The chosen

mass-scaling exponent of κ= 2.4 is represented by a dashed line and the investigated scaled AP2 design is highlighted by a black square.

4 Optimal control Model355

AWES need to dynamically adapt to changing wind conditions to optimize power generation and ensure save operation. This

section introduces the dynamic trajectory optimization awebox toolbox (De Schutter et al., 2020) (Sub-section 4.1) and

describes the most important boundary (Sub-section 4.2) and initial conditions (Sub-section 4.3 . Sub-section 4.4 explains the

implementation of the previously described wind profiles. A polynomial fit through the simulated data points is needed, as the

gradient-based optimizer requires an at least two times differntiable function.360

4.1 AWES model overview

Only one production cycle, including reel-in and reel-out, is optimized. Take-off and landing are not considered. Maximizing

the average cycle power can be formulated as an trajectory optimization problem which combines the interaction between

tether, flying wing and ground station. This study analyzes the mechanical power produced by a single tethered aircraft with

a straight tether. Power production is intrinsically linked to the aircraft’s flight dynamics, as the AWES never reaches a steady365

state over the course of a power cycle. Generating dynamically feasible and power-optimal flight trajectories is nontrivial, given

the nonlinear and unstable system dynamics and the presence of nonlinear flight envelope constraints. Optimal control methods

19

rschmehl
Note
It would be helpful to know, for the uniformed reader, that Wing7 to Oktoberkite are Makani development platforms, AP2 to AP5 are Ampyx development platforms, and Haas et al and Eijkelhof are scaled up Ampyx versions.

How are the legend entries associated with the literature references in the caption?

Please also add this very recent study:

van Hagen, L.: Life Cycle Assessment of Multi-Megawatt Airborne Wind Energy. MSc Thesis, Delft University of Technology, 2021. http://resolver.tudelft.nl/uuid:472a961d-1815-41f2-81b0-0c6245361efb
van Hagen, L.; Petrick, K.; �Wilhelm, S.; Schmehl, R. Life Cycle �Assessment of Multi-Megawatt �Airborne Wind Energy. Energies 2023, 16(4), 1750; https://doi.org/10.3390/en16041750 

This included the most up-to-date estimate of an upscaled Ampyx aircraft, just before the company went bankrupt. An important conclusion of the iterative critical discussion with Ampyx was that their target mass for larger aircraft was seriously underestimated. One can see this also when comparing the mass that Eijkelhof (PhDer who was cofinanced by ������Ampyx, and supported by them with data), which is substantially higher than the masses that Haas et al used. 

"The wing span is estimated to be 53.7 m, and the wing �surface area is 300 m2 . Comparing this with the mass scaling overview of current and �future AWE systems presented in [24], the 20 t are a rather conservative mass estimate �with a scaling exponent in the range 2.7 < κ < 3.0."

This quote is from above thesis and paper.





rschmehl
Typewriter
Units?

rschmehl
Strikeout

rschmehl
Typewriter
maximize

rschmehl
Note
Please revise your use of "optimize". This term is quite unspecific because an optimum can be anything. A maximum, a minimum or anything else that fulfils a certain target. ��Here it is clear that you want to "maximize" the performance.

rschmehl
Highlight
Recommend to flip

rschmehl
Strikeout

rschmehl
Typewriter
Subsection 4.1

rschmehl
Strikeout

rschmehl
Note
The grammar of this sentence is wrong. 

rschmehl
Highlight
Closing bracket missing?

rschmehl
Highlight
If you set all headings in lower case, then please do this consistently.

rschmehl
Strikeout

rschmehl
Strikeout
Why would you state here that the wing is flying? That is the nominal mode of operation of a wing, i.e. what it is made for. Also the tether is flying. Remove this. 

rschmehl
Highlight
A sentence earlier you mentioned a "flying wing" (remove the "flying" by the way).

Why do you now switch to "single tethered aircraft"? I recommend to use consistent naming and only change this when ne�cessary.

rschmehl
Highlight
Can you support this statement? I am not questioning it, but you do know that for soft-wing kites we do assume quasi-steady flight states along the flight trajectory. We support this by comparing the time scales of the crosswind flight maneuvers with the time scale of dynamic effects (due to inertia - exceot for centrifugal forces) and see that these are decoupled. 

Fixed-wing kites are different in that inertial forces play a stronger role but it would be good to see some evidence for such statements. 

rschmehl
Highlight
Examples?



are a natural candidate to tackle these problems, given their inherent ability to deal with nonlinear, constrained multiple-input-

multiple-output systems (De Schutter et al., 2019; Leuthold et al., 2018). This trajectory optimization is a highly nonlinear

and non-convex problem which can have multiple local optima, depending on initialization. The initial and final state of each370

trajectory are freely chosen by the optimizer but must be equal to ensure periodic operation. In periodic optimal control, an

optimization problem is solved by computing periodic system state and control trajectories that optimize a performance index

(here average power output P ) while satisfying the system’s dynamic equations. We apply this methodology to WRF-simulated

wind speed profiles to generate a range of realistic trajectories. The temporal development of important operational parameters

is illustrated to better understand instantaneous performance and estimate average cycle power. Any wind data sets, such as375

wind atlas data, LiDAR or met mast measurements can be implemented into the optimization model via a twice differentiable

function, depending on the scope and purpose of the investigation.

4.2 Constraints

Several important constraints define the operational envelop. The most important constraints such as tether length, speed and

force are summarized in Table 3. The following constraints define a representative and not optimized AWES design.380

The power of ground generation AWES is limited by the tether force, which is defined by the tensile strength (σtether
max ) and

tether diameter, and the tether speed. The tether diameter is chosen such that the maximum tether tension is about Fmax
tether =

50 kN with a safety factor of SF = 3. This results a peak power of Ppeak ≈ 500kW, assuming a maximum reel-out speed of

l̇ = 10 ms−1. This corresponds to a rated average cycle power of approximately Prated ≈ 260− 300 kW. The tether length

constraint is very loos, to allow the optimizer to investigate a wide range of possible operating heights. We assume a reel-out to385

reel-in ratio of 2
3 to be within winch design limitations. Flight envelope constraints include limitation of aircraft acceleration,

roll and pitch angle (to avoid collision with the tether) and angle of attack. Furthermore, a minimal operating height of zmin =

50 +
Awing

2 m is imposed for safety reasons.

4.3 Initialization

The results generated by the highly nonlinear and non-convex trajectory optimization can have multiple local optima. These390

solutions, for which only local optimality can be guarantied, depend on the chosen initialization. Some of these local optima can

have unwanted characteristics, which is why the quality of all solutions needs to be evaluated a posteriori. To solve this complex

problem, initial guesses are generated using a homotopy technique similar to Gros et al. (2013). The homotopy technique

initially fully relaxes the dynamic constraints using fictitious forces and moments to reduce model nonlinearity and coupling,

improving the convergence of Newton-type optimization techniques. The constraints are then gradually re-introduced until the395

relaxed problem matches the original problem. The optimization is initialized with a circular trajectory with a fixed number of

nloop= five loops at a 30◦ elevation angle, an initial tether length linit = 500 m, in positive x direction and an estimated aircraft

speed of vinit = 10 ms−1. This initialization is kept constant for all wind speed profiles. The number of loops is not part of the

objective function and does therefore not change with wind speed. The impact of the number of loops needs to be investigated

further, but previous analyses showed that the awebox-estimated average cycle power is rather insensitive to the number of400
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Table 3. Selected AWES design parameters for the original AP2 reference system (Malz et al., 2019) and the scaled A= 20 m2 design,

analyzed in this study. Values in square brackets represent the upper and lower bounds, which are implemented as inequality constraints.

Parameter AP2 design 1

Aircraft

A [m2] 3 20

cwing [m] 0.55 1.42

bwing [m] 5.5 14.1

AR [-] 10 10

maircraft [kg] 36.8 355

α [◦] [-10 : 30]

β [◦] [-15 : 15]

Tether

l [m] [1: 2000]

l̇ [ms−1] [-15 : 10]

l̈max [ms−2] [-10 : 10]

d [mm] 7.3

σtether
max [Pa] 3.6×109

SF [-] 3

Operational

zmin [m] 60

α [◦] [-10 20]

β [◦] [-5 5]

loops. It is likely beneficial to reduce the number of loops with wind speeds because higher wind speeds reel out faster and

reach maximum tether length faster.

4.4 Wind profile implementation

This study investigates WRF-simulated wind data, instead of assuming a wind profile relationship such as the logarithmic or

exponential wind profile. These relationships do not appropriately represent wind conditions above earth’s surface layer (Optis405

et al., 2016) and cannot emulate the variety of non-monotonic and non-logarithmic wind profiles which occur at both locations.

This is particularly important for AWES which can benefit from and need to be able to operate in these conditions.

To reduce the computational cost while maintaining an adequate representation, we only implement three wind velocity

profiles from each cluster into the trajectory optimization framework. More profiles could be chosen for an in-depth analysis.

A total of 60 profiles, three profiles for each of the k = 20 clusters (Section 2.3), for each location are optimized. The three410

selected profiles correspond to the 5th, 50th and 95th percentiles of average wind speed U(zref = 100− 400 m) within each

cluster. We assume that these profiles represent the cluster’s spectrum of wind conditions at operating height.

The longitudinal u and lateral v wind components of the sampled WRF-simulated wind profiles are rotated such that the

main wind direction umain, defined as the average wind direction between 100 and 400 m, is pointing in positive x direction
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and the transverse component udev in y direction. This is equivalent to assuming omnidirectional operation. The awebox uses415

the gradient-based MA57 solver (HSL, 2020) in IPOPT (Waechter and Laird, 2016) to solve the non-linear control problem.

Therefore, it is necessary to interpolate the velocity profiles with a twice continuously differentiable function. We chose to use

Lagrangian polynomials (Abramowitz and Stegun, 1965) because the resulting polynomials pass through the input data points.

To avoid over fitting a limited number of data points are implemented. These data points are chosen based on the anticipated

operating height, to best represent the wind conditions at relevant heights.420

For comparison, logarithmic wind speed profiles, with a roughness length of zonshore
0 = 0.1 and zoffshore

0 = 0.001, are im-

plemented into the trajectory optimization framework

Ulog = Uref

(
log10(z/z0)

log10(zref/z0)

)
. (6)

The reference wind speedUref , at reference height zref = 10 m, varies from 3 to 20 ms−1 with a step size of ∆Uref = 1 ms−1.

The awebox includes a simplified atmospheric model based on international standard atmosphere to account for air density425

variation.

5 Reference models

This section introduces reference models used in Section 6 to analyze and contextualize the optimization results. To compare

the optimization results to analytic solutions, we define a quasi-steady-state AWES reference model (QSM) (Sub-section 5.1)

and a steady-state WT model (Sub-section 5.2).430

5.1 AWES reference model

The QSM estimates the mechanical power of ground generation AWES based on the assumption that the trajectory of the

tethered aircraft can be approximated by a progression through steady equilibrium states where tether tension and total aero-

dynamic force are aligned. The QSM, based on Argatov et al. (2009) and generalized by Schmehl et al. (2013), approximates

the aircraft as a point mass. Its position is described in the spherical coordinates by the distance from the ground station, the435

elevation angle ε and azimuth angle φ relative to the wind velocity vector U . For lightweight kites, this is a reasonably good

approximation because the low mass of the kite leads to very short acceleration times. The model includes losses caused by

the misalignment of the tether and wind velocity vector. The same model parameters and constraints of the optimization model

also apply to the QSM reference model (see Sub-section 4.2).

The average cycle power PQSM can be estimated from the reel-out power Popt, the power losses during reel-in Pin:440

PQSM = Pout tout−Pin tin = Pout
l̇in

l̇out + l̇in
−Pin

l̇out

l̇out + l̇in
. (7)

We assume reel-in power losses Pin to be zero because optimal reel-in tether tension is negligible. This reduces the average

cycle power by up to 30%, depending on wind speed. Due to the cyclic nature of the trajectory, we can determine the ratio of
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the reel-in time tin and reel-out time tout to the total cycle time from the reel-in speed l̇in and reel-out speed l̇out. l̇out depends

on the wind speed, while the l̇in =−15ms−1 is assumed to be the maximum reel-in speed. We assume a constant tether force445

Ftether and tether speed during reel-in and reel-out. The transition time between both phases is neglected. Pout is calculated

from the product of tether speed l̇ and tether tension Ftether:

Pout = Ftether l̇out =
ρair

2
Av2

appcR

(
cR

cD,total

)2

l̇out. (8)

Tether tension is a function of wind speed magnitude U , air density ρair and the resultant aerodynamic force coefficient cR

(Equation (3)), which is calculated from the aerodynamic lift cL and total drag coefficient cD,total (Equation (2)), including450

wing and tether drag. The tether speed l̇ is non-dimensionalized in the form of the reeling factor:

f =
l̇

U
,≤ cos εcosφ. (9)

which is constrained by the elevation ε and azimuth angle φ as the magnitude of the apparent wind speed cannot be negative.

Combining equation (8) and (9) results in:

Pout =
ρair

2
AU3cR

(
cR

cD,total

)2

f (cosεcosφ− f)
2
. (10)455

The optimal reeling factor is fopt = 1
3 cosεcosφ which can be derived from Equation (10) by a simple extreme value analy-

sis. Ftether is constrained by the tether diameter d, the tensile strength σtether
max and the safety factor SF.

Ftether ≤
d2

4
πσtether

max (11)

The same sampled WRF-simulated wind profiles (Section 2, Sub-section 2.3) as implemented into the dynamic optimization

framework are also investigated using the QSM. We maximize cycle average power PQSM by varying l, l̇ and z and assuming460

optimal c3R
c2D,total

. The aircraft is assumed to move directly crosswind with a zero azimuth angle φ relative to the wind direction.

5.2 WT reference model

This section introduces a simple steady-state WT model to contextualize the AWES performance. WT power is estimated by:

PWT =
1

2
ρairc

WT
p AWTU

3(zWT = 100 m) (12)

with a hub height of zWT = 100m for both onshore and offshore. The rotor diameter DWT ≈ 26.9m is sized such that an465

equivalent rated power of Prated = 260kW is reached at a rated wind speed of vrated(zWT = 100 m) = 12 ms−1, assuming a

constant power coefficient of cWT
p = 0.45. The power is kept constant above rated wind speed. Performance is compared based

on the same sample of WRF-simulated wind speed profiles.
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6 Results and discussion

This section analyses the optimization results and compares them to the reference models. Sub-section 6.1 investigates power-470

optimal trajectories and the time series of important operational parameters. Sub-section 6.2 examines operating height statis-

tics, tether length and elevation angle trends. Sub-section 6.3 visualize the impact of difference reference heights on a power

curve approximation by comparing average cycle power over U(zref = 100 m), U(zref = zPTH) and an apriori guess of the

wind speed at pattern trajectory height U(100 m≤ zref ≤ 400 m). Lastly, Sub-section 6.4 compares the average cycle power

based on simulated WRF wind conditions to logarithmic wind speed profiles and contextualizes the data by comparing them475

to QSM and WT power. All results are subject to the constraints and design parameters introduced in Section 3 and 4 and do

not represent general ground generation AWES.

6.1 Flight trajectory and time series results

Figure 12 compares power-optimal flight trajectories subject to a range of illustrative onshore wind conditions. The reference

wind speed mentioned in the legend is the apriori guess of the pattern trajectory height Uref = U(100 m≤ zref ≤ 400 m).480

These results have been chosen to visualize typical awebox-optimized trajectories derived from realistic wind conditions.

Figure 12 (a) shows the wind speed magnitude U over altitude z. Figure 12 (c) shows the corresponding top view of the wind

velocity profiles, rotated such that umain points in positive x direction. The WRF-simulated wind profiles are shown in gray.

The highlighted segments depict the Lagrangian polynomial fit (Abramowitz and Stegun, 1965) at operating heights, which

sufficiently fits the wind data. Figures 12 (b) and (d) show a side (x− z plane) and top view (x− y plane) of the optimized485

trajectories The optimization predicts an increase in tether length and stroke length with wind speed. Similar results for the

offshore location can be found in Figure A2 in the appendix.

Figure 13 illustrates the corresponding temporal development of important operational parameters.

The optimizer maximizes tether tension (Figure 13 (a)) during reel-out even for lower wind speed and adjusts the reel-out

speed (13 (c)) to maximize average cycle power. This increases the reeling factor beyond its optimal of fopt = 1
3 cosεcosφ490

and increases power with wind speed even though the maximum tether force is reached. The resulting instantaneous power

is shown in Figure 13 (e). The low wind speed example Uref = 5.4ms−1 (blue) seems to be just above cut-in wind speeds.

Its tether speed drops to zero for an extended amount of time during the reel-out phase to maintain sufficient lift to keep the

aircraft aloft. The production period remains almost constant (t≈ 60sec) for the moderate and high wind speed trajectories

(orange, green and red), while the reel-in period increases with wind speed, due to the increased reel-out length caused by a495

higher average reel-out speed. Significant power losses only occur during the transition between the production and retraction

phase. During the reel-in phase the tether speed is maxed out while tether tension drops to zero and the aircraft reduces its angle

of attack (Figure 13 (d)) to reduce lift. At higher wind speeds the optimizer extends the trajectories perpendicular to the main

wind direction, increases the elevation angle and reduces angle of attack to stay within the constraints. This can results in odd

or unexpected trajectories, even though these local minima are feasible solutions within the system constraints. Tether length500
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Figure 12. Exemplary onshore trajectories. Wind data are based on sampled WRF-simulated clusters (Section 2). Wind speed magnitude

(a), and hodograph (top view) of wind velocity up to 1000 m (c). The highlighted sections indicate operating wind conditions. Panel (b)

and panel (d) shows the side and top view of the corresponding awebox-optimized trajectories. The reference wind speed in the legend is

Uref = U(100 m≤ zref ≤ 400 m). The results correspond to the time series shown in Figure 13.

(Figure 13 (f)) generally increases with wind speed as the system reels out faster, increases its elevation angle and operates at

higher altitude. Similar results for the offshore location can be found in Figure A3 in the appendix.

6.2 Tether length, elevation angle and operating altitude

This sub-section compares tether lengths l, elevation angles ε and operating heights zoperating resulting from the trajectory

optimization of 60 wind velocity profiles from k = 20 clusters. Figure 14 (a) illustrates the range of onshore (blue) and offshore505

(orange) tether lengths l of each wind velocity profile. The maxima and minima are highlighted by circles and plotted over

reference wind speed U(zref = 100− 400 m).

None of the optimizations max out the tether length constraint of lmax = 2000 m. Both locations show a trend towards

longer tether lengths up to rated wind speed, where the reel-out speed and tension are almost constant and close to maximum

(Figure 13). A longer tether is not beneficial as the AWES needs to stay within design constraints and the additional drag and510

weight would only reduce performance. The maximum tether length remains almost constant above rated wind speed while

the minimum tether length increases slightly, reducing the total stroke length. The elevation angle (Figure 14 (b)) decreases
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Figure 13. Time series of instantaneous tether tension (a), apparent wind speed (b), tether-reeling speed (c), angle of attack α (d), power (e)

and tether length (f). The results correspond to the trajectories, based on sampled onshore WRF-simulated wind data, shown in Figure 12.
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Figure 14. Tether length range (a) over reference wind speed U(zref = 100− 400 m) and frequency distribution of operating altitude (b)

based on awebox trajectory optimization of k = 20 onshore (blue) and offshore (orange) clusters.

26

rschmehl
Strikeout

rschmehl
Typewriter
output

rschmehl
Typewriter
over one pumping cycle



as the tether length increases. The optimizer tries to keep the elevation angle low in order to reduce misalignment (cosine)

losses between the tether and the horizontal wind velocity vector. The onshore elevation angle is slightly higher due to the

higher wind shear which justifies higher operating altitudes. This can also be seen in Figure 14 (c) which shows the frequency515

distribution of operating altitude zoperating. 78.6 % onshore and 74.7 % offshore the optimal operating heights are below 400

m, confirming the findings in Sommerfeld et al. (2019a, b). Larger or multi-kite AWES could benefit from higher operating

altitudes due to their higher lift to tether drag ratio and weight ratio, but more detailed analyses are required.

6.3 Impact of reference height on power curve

The power curve of wind energy converters depicts the average power over reference wind speed. For conventional WT the520

wind speed at hub-height is commonly used as reference wind speed. Whether this is appropriate for ever growing towers

an longer WT blades is debatable. Defining a reference wind speed for AWES is not trivial, as they change their operating

height with wind speed, during each cycle and dependent on wind speed profile shape. The choice of reference wind speed

impacts the power curve representation. The AWE Glossary (Airborne Wind Europe, 2021) recommends to use the wind speed

at pattern trajectory height zPTH, which is the expected or logged time-averaged height during the power production phase, as525

reference wind speed. We estimate 100 m≤ zref ≤ 400 m as an apriori guess of the wind speed at pattern trajectory height. We

do not claim to define a general power curve, but rather investigate the variaton of average cycle power caused by realistic wind

profiles. Figure 15 compares onshore (a) and offshore (b) average cycle power over U(zref = 100 m) (blue), U(zref = zPTH)

(green) and an apriori guess of the wind speed at pattern trajectory height U(100 m≤ zref ≤ 400 m) (orange).
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Figure 15. Onshore (a) and offshore (b) AWES power curve approximations over wind speed at zref = 100 m (blue), 100 m≤ zref ≤ 400 m

(orange) and zref = zPTH (green) reference height. The dashed lines are least-square spline interpolation with a knot at Uref = 13 ms−1.
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The data points correspond to the clustered and sampled WRF-simulated wind speed profiles. The dashed lines, which are530

only added as visual aid, are a least-square spline interpolation of the approximately 60 data points with a knot at Uref =

12 ms−1. This spline definition is chosen to account for the difference in power up to and above rated wind speed.

The choice of reference height is more significant onshore. The onshore wind conditions with their higher number of non-

monotonic wind speed profiles and higher wind shear lead to more fluctuation from the typical power curve shape. The higher

wind shear onshore leads to a shift towards lower wind speeds for a reference height of zref = 100 m. The apriori pattern535

trajectory height guess of 100 m≤ zref ≤ 400 m is relatively close to the actual zPTH, especially for lower wind speeds. At

very high wind speeds above U ref ≥ 20ms−1 the zPTH power shifts towards higher wind speeds indicating a higher operating

altitude.

The more homogeneous offshore wind conditions result in less power variation. The three different reference heights have

almost no impact on the offshore power curve up to rated wind speed. Above U ref ≥ 20ms−1 the power curves diverge and540

the average cycle power decreases. This seems to be a result of the awebox optimization and its initialization with a fixed

number of loops. As the wind speed and reel-out speed increase, the aircraft cannot complete all the loops before reaching the

maximum tether length and transitioning into reel-in. Therefore, one of the loops is performed during the reel-in, leading to

an increase in tether tension (Figure 16 (a)) and additional losses during the reel-in period (Figure 16 (e)). The corresponding

trajectories are shown in Figure A4 in the appendix.545
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Figure 16. Time series of instantaneous tether tension (a), apparent wind speed (b), tether-reeling speed (c), angle of attack α (d), power (e)

and tether length (f) for high speed WRF-simulated offshore wind conditions. The results correspond to the trajectories shown in Figure A4.
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6.4 Reference model power comparison

Figure 17 presents the impact of the wind speed profile shape on optimized average cycle power P over U ref(100 m≤ zref ≤
400 m), by comparing power estimates based on sampled WRF-simulated wind data (blue) to power estimates based on

standard logarithmic wind speed profiles (red). These results are verified against the QSM (Sub-section 5.1, orange) and WT

reference models (Sub-section 5.2, green).550
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Figure 17. Onshore (a) and offshore (b) average cycle power P over average wind speed between 100 and 400 meters. WRF (blue) data,

based on 3 wind speed profiles for each of the k = 20 clusters, is compared to standard logarithmic wind speed profiles (red). QSM (orange)

and WT (green) which use the same sampled WRF profiles are added for reference. The onshore (c) and offshore (d) power-harvesting factor

ζ is added as an performance indicator.

No cut-out wind speed is defined. The cut-in wind speed of U ref ≈ 5 ms−1 is the result of unconverged optimizations below

this threshold, indicating that the wind is insufficient to keep the AWES aloft. The QSM and WT model estimate power for

these wind speeds. Rated power is achieved around Urated ≈ 12−15ms−1, depending on the wind speed profile shape. At this

wind speed the reel-out speed is almost constant while a constant reel-out tension is already achieved at lower wind speeds

(Figure 13).555

The logarithmic wind speed profiles (Equation (6)) use a roughness lengths of zonshore
0 = 0.1 and zoffshore

0 = 0.001 (Sub-

section 4.4). As expected, logarithmic power estimates do not fluctuate as much as the WRF-simulated power. The predicted

logarithmic onshore power (Figure 17 (a)) is often slightly below WRF which could indicate that these WRF profiles exhibit

narrow areas of higher wind speeds, such as LLJs. Offshore, the logarithmic and WRF data are in good agreement with the
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logarithmic results as most of the simulated wind profiles are more monotonic. At both locations, the higher WRF power560

above Uref ≥ 15 ms−1 is likely caused by higher than logarithmic wind shear. However, another contributing factor is the

awebox optimization and initialization with a fixed number of loops which can lead to loops being performed during the

reel-in period which leads to a reduction in average cycle power. Additionally, determining a dynamically feasible and power-

optimal trajectory becomes more difficult at higher wind speeds, due to tether speed and tension constraints.

The power-harvesting factor ζ (Diehl, 2013) is an AWES performance indicator. It expresses the estimated AWES power565

P relative to the total wind power Parea through an area of the same size as the wing A. Here the average wind speed be-

tween U ref(100≤ zref ≤ 400 m) is use to calculate Parea, which is not a physical power, but a mathematical concept to

non-dimensionalize power.

ζ =
P

Parea
=

P
1
2ρairAU3

ref

(13)

ζ can be derived from (8) by setting the elevation angle ε and the azimuth angle φ to zero. An extreme value analysis results570

in an optimal reel-out speed l̇ = 1/3 U (Equation (9)) and ζmax = 4
27cR

(
cR
cD

)2

.

Both onshore (Figure 17 (c)) and offshore (Figure 17 (d)) show similar trends in agreement with the QSM. ζ decreases with

wind speed because tether tension and speed constraints need to be satisfied. Both the QSM and WT reference model use the

same sampled WRF-simulated wind data. WT power fluctuates significantly due to the choice of reference height. AWESs

outperform WTs up to rated wind speed, particularly onshore where AWESs can take advantage of higher wind speeds aloft.575

Lower wind shear offshore reduces the need to operate at higher altitudes, reducing the benefit of AWESs. As expected, the

QSM predicts the highest power due to the simplified model and assumptions such as constant reel-out and reel-in power and

neglected mass.

7 Conclusions and outlook

This study describes optimal single-aircraft, ground generation AWES performance based on sampled mesoscale WRF-580

simulated wind data by analyzing trajectories, instantaneous performance, operating heights and average cycle power. Through-

out the paper an apriori operating heights guess of 100≤ zref ≤ 400 m is used. This guess is verified by comparing the power

curve approximations over wind speed at different reference heights. These analyses use one year of onshore wind data at

Pritzwalk in northern Germany and one year of offshore wind data at the FINO3 research platform in the North Sea to drive

the awebox optimization framework, which determines dynamically feasible, power-optimal trajectories. The model uses a585

scaled Ampyx AP2 aircraft with a wing area of A= 20 m2 and is subject to realistic constraints. The annual wind data set is

categorized into k = 20 clusters using k-means clustering algorithm. To reduce the computational cost, only three wind speed

profiles per cluster are implemented into the optimization model. These profiles are sampled based on the 5th, 50th and 95th

percentile of wind speed between U ref(100≤ zref ≤ 400 m) to represent the in-cluster variation. Optimal average cycle power

is compared to a quasi-steady-state AWES model and a steady-state WT model.590
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The optimization model is able to determine power-optimal trajectories for complex, non-monotonic wind speed profiles.

The results are only slightly lower than the QSM predictions, which assume constant reel-out power, no reel-in power losses

and neglect gravity. The predicted AWES power exceeds the WT reference model onshore because it can utilize the higher

wind shear and can operate at high wind speed altitudes such as LLJ noses. These conditions are not represented by simple

logarithmic wind speed profiles which is why average power is generally lower than for WRF-simulated wind. Offshore595

wind conditions, which are more monotonic and have less wind shear, produce similar average power as their logarithmic

approximation. Due to the initialization with a fixed number of loops, high wind speed trajectories show loops during the

reel-in period which reduces the average cycle power. The number of loops is currently not a variable in the objective function

of the awebox. This can lead to a deterioration of the trajectory at high wind speeds, as the optimizer struggles to stay within

the tether tension and tether speed constraint.600

An investigation of the instantaneous performance shows that the optimizer first maximizes tether tension and adjusts reel-

out speed and angle of attack. With increasing wind speed the tether reel-out speed becomes more constant and approaches the

maximum reel-out speed constraint. Up to rated wind speed, when average tether tension and tether speed are maximized, the

optimizer increases tether length and reduces elevation angle to operate at optimal height. At higher wind speeds the elevation

angle increases to de-power the system and stay within design constraints. As a result, approximately 75 % of the optimal605

onshore and offshore operating heights are below 400 m. This informs airspace regulators and companies to address airspace

restriction challenge and weakens the claim in some early airborne wind energy literature of increased power harvest way

above 500 m. The onshore power curve estimation, using the average wind speed between 100≤ zref ≤ 400 m as reference

wind speed, slightly overestimates power in comparison to the wind speed at pattern trajectory height, which is the expected

or actual time-averaged height during the reel-out (power production) phase. Offshore, the power curve seems independent of610

reference height due to lower number of non-monotonic wind speed profiles and lower wind shear.

The mesoscale wind simulations, which comprise of 1 year wind data with a temporal resolution of 10 minutes at both

locations, are categorized and analyzed. The annual wind roses for heights of 100 and 500 m confirm the expected wind

speed increase and clockwise rotation at both locations. Offshore shows a lower wind shear and veer than onshore. Annual

wind speed statistics reveal that low wind speeds still occur at a fairly high probability up to 1000 m at both locations. The615

k-means clustering algorithm is able to categorize the wind regime and identify LLJs as well as various non-logarithmic and

non-monotonic wind profiles. The main deciding factor seems to be the wind speed, while the profile shape seems to play

a less important role. Individual clusters produce coherent groups of similar wind profiles whose probability correlates with

seasonal, diurnal and atmospheric stability variation. k-means clustering provides good insight into the wind regime, especially

for higher altitudes where classification by Obukhov length is inadequate.620

A continuation of this research includes the derivation of AEP based on realistic wind conditions. AWES power curves and

their reference wind speed also needs to be investigated further, for example by comparing normalized wind speed profiles or

including the correlation between wind speeds at different reference heights. Future work could analyze the impact of different

number of initialization loops or include the number of loops in the objective function of the optimization. Using the same data

and model, it is possible to investigate the annual and diurnal AWES power variation in comparison to WT performance. A625

31

rschmehl
Highlight
Why is the QSM assuming a constant reel-out power (and reel-in power). See my earlier comment. QSM can perfectly accomodate a vertical wind speed profile. It sounds here like a limitation of QSM, while it was in fact a deliberate choice.

rschmehl
Highlight
Same here. The QSM can perfectly deal with gravity. Neglecting gravity is a deliberate choice.

rschmehl
Highlight
This does not make any sense. "Altitudes" are not "noses" - which is what you are writing here.

AWES either

- operate at higher altitudes. or
- operate at higher wind speeds that occur at higher altitudes, or
- operate at higher wind speeds caused by LLJs

Please adjust your language.

rschmehl
Strikeout

rschmehl
Typewriter
the

rschmehl
Highlight
Do you mean "uniform"? I guess this from the "less wind shear" that follows.

rschmehl
Highlight
"have less wind shear" does not sound right. I would write "are less goverened by wind shear".

rschmehl
Strikeout

rschmehl
Typewriter
maneuvers

rschmehl
Typewriter
for

rschmehl
Strikeout

rschmehl
Highlight
What is "instantaneous performance"� in the OCP context? How do you investigate this?

Especially this, very detailed section, should be moved to the discussion of results. It is way too detailed for the conclusions, where the low-level conclusions should be combined into some higher level conclusions.

rschmehl
Highlight
Would this maybe be "by"? The optimizer maximizes tether tension by adjusting reel- out speed and AoA.

rschmehl
Highlight
Would this be better? "approaches the maximum reel out speed limit".

rschmehl
Typewriter
the

rschmehl
Typewriter
the deployed 

rschmehl
Typewriter
the

rschmehl
Typewriter
,

rschmehl
Highlight
remove space

rschmehl
Strikeout

rschmehl
Typewriter
the substantial energy potential of high altitudes

rschmehl
Strikeout

rschmehl
Highlight
Not sure what you mean by that.

rschmehl
Strikeout

rschmehl
Strikeout

rschmehl
Typewriter
ed

rschmehl
Note
This entire paragraph should be moved to the discussion of results. It is way too detailed for the conclusions.

rschmehl
Strikeout

rschmehl
Highlight
Not sure why you present two explanations here?

rschmehl
Strikeout

rschmehl
Typewriter
of

rschmehl
Strikeout

rschmehl
Typewriter
one

rschmehl
Highlight
Unclear here what you mean with "both".

rschmehl
Strikeout

rschmehl
Typewriter
To follow up on

rschmehl
Strikeout

rschmehl
Typewriter
the

rschmehl
Typewriter
could be derived from

rschmehl
Strikeout

rschmehl
Strikeout

rschmehl
Note
Please clarify in which way realistic wind conditions would lead to different results from WRF-simulated wind data? The potential differences were not discussed. What would you want to achieve by that?

rschmehl
Note
If you mention this, then you should clarify in which way normalized wind speed profiles would improve the AEP prediction?

rschmehl
Strikeout

rschmehl
Typewriter
maneuvers

rschmehl
Typewriter
as a variable



parallel sizing study (Sommerfeld et al., 2020) using the same wind clustered wind data investigates the impact of mass and

aerodynamic efficiency on AWES performance. Adding a design optimization to the awebox model enables location-specific

aircraft and tether investigation.
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Appendix A: Figures
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Figure A1. Vertical offshore wind speed profiles categorized into k = 10 clustered using the k-means clustering algorithm. Later analyses

use k = 20 clusters. The average profile (centroid) is shown in blue and the profiles associated with this cluster are shown in gray. Clusters 1

to 10 (a-j) are sorted and labeled in ascending order of average centroid wind speed between 100 m and 400 m. The corresponding cluster

frequency f for each cluster C is shown in Figure 5. The red lines mark the wind speed profile with the 5th, 50th and 95th percentile of

average wind between 100 and 400 m within each cluster.
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Figure A2. Exemplary offshore trajectories. Wind data are based on sampled WRF-simulated clusters (Section 2). Wind speed magnitude

(a), and hodograph (top view) of wind velocity up to 1000 m (c). The highlighted sections indicate operating wind conditions. Panel (b)

and panel (d) shows the side and top view of the corresponding awebox-optimized trajectories. The reference wind speed in the legend is

Uref = U(100 m≤ zref ≤ 400 m). The results correspond to the time series shown in Figure A3.
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Figure A3. Time series of instantaneous tether tension (a), apparent wind speed (b), tether-reeling speed (c), angle of attack α (d), power (e)

and tether length (f). The results correspond to the trajectories, based on sampled offshore WRF-simulated wind data, shown in Figure 12.

40



0 5 10 15 20 25 30 35
U [ms 1]

0

200

400

600

800

1000

z [
m

]

(a)

0 200 400 600 800 1000 1200 1400
x [m]

0

250

500

750

1000

z [
m

]

(b)

Uref = 20.6 ms 1 Uref = 22.1 ms 1 Uref = 24.7 ms 1 Uref = 29.2 ms 1

0 200 400 600 800 1000 1200 1400
x [m]

750

500

250

0

250

500

750
y 

[m
]

(d)

16 18 20 22 24 26 28 30 32
umain [ms 1]

12.5

10.0

7.5

5.0

2.5

0.0

2.5

u d
ev

 [m
s

1 ]

(c)

Figure A4. Exemplary offshore high wind speed trajectories. Wind data are based on sampled WRF-simulated clusters (Section 2). Wind

speed magnitude (a), and hodograph (top view) of wind velocity up to 1000 m (c). The highlighted sections indicate operating wind condi-

tions. Panel (b) and panel (d) shows the side and top view of the corresponding awebox-optimized trajectories. The reference wind speed

in the legend is Uref = U(100 m≤ zref ≤ 400 m). The results correspond to the time series shown in Figure 16.
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