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Abstract. As windfarms are moving further offshore, logistical concepts increasingly include service operation vessels (SOV) 7 

as the prime means of service delivery. However, given the complexity of SOV operations in hostile environments, their safety 8 

management is challenging. The objective of this paper is to propose a quantitative, non-probabilistic metric for the preliminary 9 

comparison of SOV operational phases. The metric is used as a conditional proxy for the incident likelihood, conditioned upon 10 

the presence of similar resources (manpower, time, skills, knowledge, information, etc.) for risk management across compared 11 

operational phases. The comparison shows that the three considered phases of SOV operation have rather comparable levels 12 

of variability, hence the likelihood for incidents. However, the interface between the SOV and turbine via the gangway system 13 

and the manoeuvring between turbines seem to show a higher potential for incidents and performance (work efficiency) 14 

shortfalls. 15 

1 Introduction 16 

1.1 Background 17 

Offshore wind is becoming a major source of renewable energy in many countries (GWEC, 2019). As wind farms are moving 18 

further offshore, significant innovations in the infrastructure and services are required to maintain the judicious trend. One of 19 

such innovations is the specialised service vessels, or service operation vessels (SOVs), which are offering new logistical 20 

concepts for servicing windfarms further offshore. They enable an extended stay of technicians (typically for two weeks) in 21 

the vicinity of a windfarm, thereby replacing the logistical concept of transferring technician from shore by crew transfer 22 

vessels (CTVs). The latter becomes unreasonable due to prolonged sailing times and increased risk of seasickness.  23 

SOVs are akin to offshore supply vessels and are typically around 80 meters in length, can endure severe environmental 24 

conditions and offer a wide array of services. They are highly automated ships (e.g., position and course can be kept 25 

automatically by the Dynamic Positioning (DP) system), hosting dozens of technicians, support (daughter) crafts, and heavy 26 

equipment. Daughter crafts (DCs) are medium size boats, typically under 20 meters, which are carried by the SOV and used 27 

to transport lighter equipment to turbines in moderate environmental conditions (< 1.8m significant wave height). DCs are 28 
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loaded with technicians and launched from a SOV deck by some davit system, typically 3-5 times per day, and then recovered 29 

(lift-up) from the water periodically. SOVs would also have a sophisticated system for transferring technicians and equipment 30 

to and from a turbine. It is normally a motion-compensated (3 or 6 DoF) gangway system, which allows for relatively safer 31 

(based on experience so far) and time-efficient (within some 5 minutes) transfer. 32 

The multifaceted nature of SOV operations complicates the management of their safety. The overall safety management of 33 

SOV operations is an amalgamation of individual safety procedures for the SOV, davit, DC, gangway, drone and other sub-34 

systems (Section 3). These safety systems are developed in isolation from a wider operational context and, when integrated, 35 

can lead to confusion, surprises and undue pressure on operators (Ahsan et al., 2019). In such conditions, accidents can be 36 

caused by well-known but inadequately managed scenarios (e.g., loss of power or control), as well as by yet unknown scenarios 37 

created by new technology or new ways of operation. In 2018, the offshore supply vessel Vos Stone temporally lost control of 38 

thrusters, drifted and struck a wind turbine (BSU, 2019). Amongst the causes, the officers on the bridge did not manage to 39 

seamlessly switch between modes of thruster control (from DP to other mode) because they were confused about them. 40 

Inadequately controlled transitions between modes of operation, particularly between normal (frequently used) and abnormal 41 

(rarely used, e.g. emergency) modes, is a classic scenario for accidents (Sarter et al., 1997;Leveson, 2011a, p. 289). Another 42 

incident happened in 2013 when the diving support vessel Bibby Topaz drifted off the position (maintained by the DP system) 43 

while two divers where exploring the seabed (IMCA, 2013). Amongst the causes, the vessel had had a dormant (unidentified) 44 

hazard—a design error—that did not allow to adequately respond to safety critical faults that preceded the incident. 45 

1.2 The challenges 46 

The first challenge for safety of SOV operations comes from the uncertainty as to how the amalgamated systems of safety 47 

procedures would actually work, even though the performance of individual systems may be known. This is because safety is 48 

an emergent system property, which cannot be asserted or aggregated from properties of individual system components 49 

(Leveson, 2011b;Checkland, 1981;Meadows, 2008). This challenge is exacerbated by a high level of automation in SOV 50 

operations and complex interactions between technology and operators (Sarter et al., 1997). As highlighted above, some 51 

interactions may have not been captured during design and can lead to incidents1 in practice.  52 

The second challenge is the ability to compare various phases of SOV operation. A quantitative risk-based comparison would 53 

be a natural but very precarious choice. This is because the quantification of risks associated with identified hazards is generally 54 

invalid, given the prevalence of systematic (unsafe software and human behaviour), as opposed to random (hardware failures), 55 

causes in the lead up to hazards. Systems systematically drift, as opposed to probabilistically jump, to failure (Rasmussen, 56 

1997;Dekker, 2016). For instance, non-systematic causal factors (e.g. out-of-range environmental conditions) constituted only 57 

                                                           
1 We use the term incidents to refer to both incidents and accidents throughout the paper.  
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some 25% of all incident causes with DP operated support vessels within the Norwegian continental shelf (Chen and Moan, 58 

2005). Although there are still frequent attempts to quantify software failures and human errors in terms of probabilities or 59 

alike, this approach have been criticised, e.g. (Rae et al., 2012;Leveson, 2000), and the systematic nature of these hazards is 60 

widely recognised and enshrined in international standards and methodologies, e.g. (IEC61508, 1998;DoD, 2012).  61 

1.3 Objectives and organisation 62 

The first challenge can be addressed by applying a systemic hazard analysis (SHA) to an integrated safety management system 63 

of operational tasks and procedures within a specific SOV operational phase. In contrast to conventional accident models  64 

based on chains of events, systemic models focus on tight couplings and nonlinear interactions between system components 65 

(Hollnagel, 2016;Qureshi, 2007). The second challenge can be addressed by proposing some metric that reflects systemic, 66 

structural properties of a specific operational phase and then can be used to aid the comparison of various phases. As discussed 67 

in Section 4.3, this metric corresponds to the variability within the system in terms of interactions between technical and human 68 

components, and it is a by-product of the SHA. The metric is used as a conditional proxy for the incident likelihood, 69 

conditioned upon the existence of similar resources (manpower, time, skills, knowledge, information, etc.) for risk 70 

management across compared operational phases. 71 

With the above in mind, the objective of this paper is to propose a quantitative metric for the system variability with the purpose 72 

to be able to preliminary compare phases of SOV operation. To this end, the SHA was applied to three phases of SOV operation 73 

to reveal hazardous scenarios involved in each of them. The considered operational phases were: when transiting and 74 

manoeuvring within a windfarm, interfacing with turbines, and launching or recovering daughter crafts. We used the Systems 75 

Theoretic Process Analysis (STPA)  (Leveson, 2011a;Leveson and Thomas, 2018) as a SHA. The results of SHA were directly 76 

used to derive the system variability metric. 77 

The paper is organised as follows. Section 2 explores related work, Section 3 explains the basics behind safety management 78 

currently in practice, Section 4 introduces to the research method, specifically addressing the hazard analysis, system 79 

description and the concept of system variability. Section 5 outlines and discusses the results. Section 6 highlights the work 80 

limitations, whereas Section 7 concludes the paper. 81 

2 Related work 82 

In this section we review academic and industrial literature on hazard, system variability and resilience analysis of servicing 83 

windfarms and other offshore installations by SOV-like vessels. 84 

The reviewed literature focuses on collision (ship to ship, shop to turbine), reliability issues with technology (DP, gangway, 85 

and other systems) and human factors (Presencia and Shafiee, 2018;Dong et al., 2017;Rollenhagen, 1997;Sklet, 2006), 86 

(Rokseth et al., 2017;SgurrEnergy, 2014). The used hazard analysis mainly followed a conventional, non-systemic, approach 87 
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where individual hazards or scenarios are considered in isolation. In most cases, statistics or probabilistic analysis is used for 88 

decision making. The exception is Rokseth et al. who applied the STPA method to hazard analysis of offshore supply vessels 89 

running on the DP system (Rokseth et al., 2017). None of the studies use systemic indicators or measures (e.g., of resilience) 90 

to infer the safety level or compare operational phases or other aspects.  91 

When it comes to indicators or measures of system variability and resilience, the general literature is abound, e.g. (Hollnagel 92 

et al., 2007;Herrera et al., 2010). The literature specific to the maritime domain is limited but present, e.g. (Praetorius et al., 93 

2015;Patriarca and Bergström, 2017;de Vries, 2017). However, the authors have not come across a work which connects 94 

results of a systemic hazard analysis, namely hazardous scenarios, with the system variability or similar systemic indicators.    95 

3 Safety management practice 96 

As any safety critical system, SOVs comply with international and national safety standards during vessel design, construction 97 

and operation (Grace and Lee, 2017). The latter is “managed by vessel operators as part of their safety management system” 98 

(IMCA, 2015). The key element of safety management is a risk assessment (IMCA, 2014;Bromby, 1995), i.e. the identification 99 

of safety hazards to ships, personnel and the environment and establishment of appropriate controls. This also constitutes one 100 

of the objectives of the International Safety Management (ISM) Code (IMO, 2018). Risk Assessment Method Statements 101 

(RAMS) are documents that OEMs (e.g., of davit system, daughter crafts) create after they conduct individual risk assessments. 102 

RAMS contain details on identified hazards as well as a step-by-step safe working guide that crew, contractors (technicians), 103 

and others should follow to avoid and adequately respond to hazards. The hazards inform training, briefing notes and 104 

operational procedures. Notably, RAMS are used interchangeably with safety procedures and manuals.   105 

As SOV operations use diverse systems (davits, gangways, daughter crafts, drones) that interact, separate RAMS are used for 106 

each interaction, with a bridging document to state the overall emergency protocol and document primacy (cf. Figure 1). In 107 

other words, the overall safety management system (SMS), or safety governance, onboard of a SOV is comprised of multiple 108 

RAMS, depending on the type of systems in interaction.   109 
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 110 

Figure 1: Illustration of current safety governance 111 

For example, for a typical 14-day SOV operation in the UK, the safety governance may involve over five regulators 112 

simultaneously when alongside a turbine (cf. Table 1). This ad-hoc or case-by-case safety management, however, happens 113 

sufficiently rare is that the developed SMS could often be timed for longer periods. This is a result of evolutionary process 114 

where a limited “bolt on” capacity was mobilised to a vessel which did not warrant a rework of the vessel safety systems.  115 

When faced with the multitude of internal RAMS (procedures), the opportunity for confusion and hazardous surprises arises. 116 

This is because the knowledge of all individual safety procedures is often outside of what is normally expected of seafarers. 117 

Also, RAMS are developed in isolation and their amalgamation into one system can create conflicts between safety procedures 118 

or create unintended consequences. Therefore, safety management is heavily reliant on operator’s general competence and 119 

familiarity with operations.  120 

In view of these practices, a systemic, top-down approach to hazard analysis—when multiple systems (e.g., the DP and 121 

gangway systems) are engaged at the same time—is required to properly address the system-level hazards. The following 122 

section explicates why and how systemic analysis is performed.    123 

 124 

 125 
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 126 

Table 1: Safety governance in various stages of operation 127 

Stage of operation Safety rules, regulations, RAMS 

Entering the site Marine Co-ordination rules (site specific operator rules) 

Within exclusion zone of a 

turbine.   

 

Electrical safety rules, UK MCA for port state, vessel flag state, classification 

society, marine co-ordination and turbine specific control centre 

Transit from turbine to 

turbine 

Special Purpose Ships (SPS) Code (UK MCA, class rules and flag 

regulations) 

Interface with turbine Vessel operations governed by SPS Code, crane operations by UK HSE 

Lifting Operations and Lifting Equipment Regulations 1998 (LOLER) 

regulations, workshop activities by Provision and Use of Work Equipment 

Regulations 1998 (PUWER), UK HSE regulations, and IMCA guidelines 

(IMCA, 2014) 

Interface with daughter craft Class rules, site specific rules, company and vessel specific guidelines 

 128 

4 Method 129 

4.1 Hazard analysis 130 

In view of several systemic hazard analysis methods available, we selected the Systems Theoretic Process Analysis 131 

(STPA)(Leveson, 2011a;Leveson and Thomas, 2018). The method is based on systemic accident model STAMP (System-132 

Theoretic Accident Model and Processes), which is designed for complex, highly automated, socio-technical systems 133 

(Leveson, 2004;Leveson, 2011b). The comparison of STPA and STAMP with other analysis methods and accident models can 134 

be found in the literature, e.g.(Salmon et al., 2012;Sulaman et al., 2019;Qureshi, 2007), and it is, hence, disregarded in this 135 

paper.  136 

Before explaining the method, it would be helpful to agree on the terminology used. A hazard is a system state that will lead 137 

to an incident or accident given specific environmental conditions beyond the control of system designer (Leveson, 2004). The 138 

system in question can be a safety management system (SMS) which is designed according to the ISM Code or amalgamated 139 

from different RAMS. Incidents and accidents are defined as follows (Rausand, 2013). An incident is a materialised hazard 140 

with insignificant consequences. Incidents do not necessary interrupt the prime function (delivery of payload or service). An 141 
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accident is a materialised hazard with significant consequences (significant loss or damage). Accidents would normally 142 

interrupt the prime function. 143 

 144 

Figure 2: STPA process 145 

A sequential process behind the STPA method is shown in Figure 2. The analysis begins by defining the system and its 146 

boundaries. This allow clarifying what accidents (losses) and system-level hazards (conditions for incidents) should be 147 

considered in the analysis. For instance, during the SOV interface with the turbine via a gangway, the assumed accidents 148 

corresponded to the deviation from the interfacing objective, i.e. occurrence of injuries and life losses, and damages to SOV, 149 

gangway, or turbine. However, the reference to accidents is beyond the scope of this paper, as explained earlier. 150 

Sample system-level hazards are: 151 

1. Vessel does not keep a min safe distance to turbine or its blades (approaching/staying at turbine when it is in motion); 152 

2. SOV does not keep position/heading within target limits for a predefined time; 153 

3. SOV operates on DP class 1, i.e. no redundancy in thrusters, power generation and other safety critical components; 154 

4. SOV transfers technicians when the gangway is disconnected or dysfunctional (e.g., not motion compensated). 155 

The system-level hazards are typically found in safety rules and regulations. The hazards can be further decomposed into (or 156 

described through) sub-system and component-level hazards, which are often more helpful during the analysis. For instance, 157 

the second hazard is equivalent to a situation when DP operational requirements do not request a DP operator to enable DP 158 

class 2 before starting the transfer.  159 
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The system definition further involves its modelling as a hierarchical control diagram. It is a natural way to represent many 160 

systems, including safety governance, that involve feedback loops. Figure 3 shows a control diagram for the interface between 161 

SOV and a turbine. The control diagram is at higher level of abstraction, where one controller box comprises three other 162 

controllers and controlees: turbine, gangway and technicians being transferred. The arrows indicate control and feedback 163 

channels with example control actions and feedback signals indicated. The control actions reflect the responsibilities assigned 164 

to a controller. The responsibilities, or purpose, are also reflected in the control algorithm and feedback information necessary 165 

for adequate control.  166 

 167 

Figure 3: Hierarchical safety control diagram of interface between SOV and turbine (further explained in Section 4.2) 168 

The use of control diagram for hazard analysis contrasts with classic analysis methods that instead use failure diagrams such 169 

as fault trees and event trees. The key difference between control and failure diagrams is that the latter show imaginary linear 170 

chains of causes and effects (BS EN 31010:2010). The chains are typically based on past accidents, assuming that future ones 171 

should happen in a similar fashion. The control diagram, on the other hand, does not make such assumptions and shows real 172 

interactions in daily operations. This makes the STPA results credible, easier to communicate and generalise.      173 

The second and third steps of the hazard analysis generate hazardous scenarios, which are then used to develop safety 174 

requirements. A hazardous scenario explains how control actions—from each controller in the control diagram—can lead to 175 

sub-system or system-level hazards, and why this can happen. Scenarios are inferred by searching the operational context (or 176 
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states of operation), looking for circumstances—within the entire system—under which a given control action would lead to 177 

a hazard. The STPA uses specific keywords to guide the search (Leveson and Thomas, 2018).  178 

The fourth and fifth steps of the hazard analysis in Figure 2 are outside the scope of this paper. However, we provide an 179 

example analysis result which also includes proposed functional requirements. Thus, Table 2 shows sample hazardous 180 

scenarios and safety requirements for the control action “stop turbine rotation” by SOV controller. The arrows indicate the 181 

scenario as a pathway from basis causal factors to system-level hazards: causal factors cause unsafe control actions, which, in 182 

turn, lead to hazards. The shaded cells illustrate a specific scenario, which is preventable by implementing the three functional 183 

safety requirements. These requirements are complementary, representing organisational and design controls. 184 

Table 2: Hazardous scenario with three functional requirements  185 

        186 

Hazard Unsafe control actions Causal factors Functional requirements

Effective communication between the site 

operator and vessel operator shall be 

established and maintained

When turbines are to be approached for 

maintenance, the site and vessel operators 

shall be able to follow the communication 

procedures

When turbines are to be approached for 

maintenance, SOV control panel (or other 

design features) shall indicate who is in control 

of turbine (site manager or vessel)

Vessel operator wrongly assumes 

(based on prior experience) the site 

manager is by default in control of 

the nacelle and will stop the turbine 

in time. However, the default 

situation is opposite -   vessel 

operator is in control unless it is 

changed

…

Remote stopping of turbine does not 

work as intended, and there is no 

feedback of unsuccess. Therefore, 

vessel operator assumes it is 

successful.

…

Turbine rotation is stopped 

too late, after vessel violates a 

safe distance to turbine.

… …

Not stopping turbine prior to 

approaching it
Vessel does not 

keep a min safe 

distance to turbine 

or its blades

Inadequate communication with the 

site manager leads vessel operator 

to wrongly believe the site manager 

is in control (in reality vessel 

operator is) of the nacelle and will 

stop the turbine in time.
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4.2 System overview 187 

The overall system in question is shown in Figure 4. The figure shows the analysed interactions between system components 188 

at the system level. These interactions are of physical contact (e.g., SOV and turbine), communication via radio (e.g., SOV 189 

and shore, turbine and shore), and sensory (distance, visual, and audio) by installed sensors and people. Other interactions at 190 

the system level (e.g., the links between the DC and turbine or other ships) were not analysed. 191 

 192 

 193 

Figure 4: System components and system boundary (SOV – service operation vessel, DC – daughter craft) 194 

The considered interactions corresponded to four operational phases: 195 

• Transit and manoeuvre within a wind farm. The dynamic positioning (DP) system was considered as the main system 196 

providing the navigation and station keeping (position and heading) functions.  The DP system can be switched into 197 

an automatic mode to fully control all three degrees of freedom (DoF): surge, sway, and yaw. The control of DoF can 198 

also be shared with a DP operator who can use a joystick or manual thruster levers.   199 

• Interface between a SOV and turbine (approach, station keeping, and departure). The DP and motion-compensated 200 

gangway systems were considered to be jointly used. The gangway system is used for technician transfer from SOV 201 

to/from a wind turbine. At the time of transfer, the SOV keeps position and heading by means of the DP system. The 202 

gangway is controlled by a gangway operator who extends, retracts, and maintains communication with the 203 

technicians. There is also a continuous communication between the DP and gangway operators to maintain the 204 

gangway operation within its operability limits.  205 
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• Interface between a SOV and daughter crafts (DC) with a conventional davit system. The DC would be vertically 206 

attached to the davit via a lifting line (vertical) and the painter line to keep the DC aligned with SOV. Both lines are 207 

typically connected and disconnected manually by DC deck crew. DCs are loaded with technicians and equipment, 208 

and launched from a SOV deck by the davit (typically 3-5 times per day) and then recover (lift up) DCs from the 209 

water the same way. During the DC launch and recovery, SOV uses the DP system to maintain the position and 210 

heading. The interface between a SOV and DC was assumed to following sub-phases with corresponding systems 211 

and hazards involved: (1) launch from the SOV and recovery of a DC from water using the davit system, (2) and 212 

technician and equipment are transfer when a DC is on water, with technicians claiming up/down the ladder. 213 

These phases of operation are safety critical and there are different safety hazards to watch for (next section). For instance, 214 

during a transit or manoeuvring, the vessel might collide with turbines or other vessels, e.g. when the vessel deviates from a 215 

correct trajectory or inadequately performs collision avoidance.  216 

For each phase, a safety control diagram was developed, e.g. Figure 3 shows the one used for the interface between a SOV 217 

and a wind turbine. Thus, the safety control diagram in Figure 3 was developed by assuming the SOV to be the main controller, 218 

which comprises human controllers on the bridge (e.g., a DP operator), automation, and other ship systems. The shore station 219 

as a controller was not analysed, and only the communication with the SOV was considered. The text next to the arrows explain 220 

their meaning, i.e. what control and feedback information was assumed. The SOV as a controller is generally responsible for 221 

(1) keeping the station (position and heading) until the transfer of technicians via the gangway is complete and (2) providing 222 

power to the gangway. Additionally, it was assumed that these responsibilities are only exercised when the SOV, gangway 223 

and other systems are fully operational. Based on this information, control actions and feedback can be inferred. Technical 224 

publications, such as DP operational manuals, were also used determine control actions and feedback signals (e.g., distance 225 

sensors, GPS signals). As Figure 3 shows, the process under control comprised the gangway and turbine, with controlled 226 

parameters such as the relative distance, bearing, power supply and others.  227 

This phase of SOV operation additionally included a separate hazard analysis of the gangway control, as shown in Figure 5.  228 

The control diagram was developed to reflect industrial safety and other requirements for gangways and technician transfer, 229 

i.e. (IMCA, 2014;DNVGL, 2017, 2015a). The continuous lines correspond to control channels, with the text indicating the 230 

control actions, and dashed lines corresponding to feedback channels. In this diagram, the human operator corresponded to the 231 

gangway operator controlling the gangway position and motions by means of the gangway control system. There is also 232 

communication with technicians who walk via the gangway.  233 

 234 
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 235 

Figure 5 Gangway control diagram with sample control and feedback information 236 

Detailed explanations of other control diagrams corresponding to other phases of SOV operation are outwith the scope of this 237 

paper. An interested reader is referred to other authors’ publications where, for example, a system description and hazard 238 

analysis for the DP system in the above phases of  SOV operation can be found (Puisa et al., 2019).  We note that the safety 239 

control diagrams developed for each operational phase were of the same level of abstraction. This makes them comparable, as 240 

done in the following section. 241 

4.3 System variability 242 

As argued in Section 1, quantification of system safety within the probabilistic framework is often unwarranted in modern, 243 

highly automated systems. In this section we introduce the notion of system variability and explain its application to a 244 

preliminary comparison of SOV phases. 245 

Design and operational errors are frequent and procedures are often underspecified in complex systems (Hollnagel, 2018), 246 

meaning that hazardous scenarios and operational uncertainties will likely be present all the time. In other words, operational 247 

conditions are not stationary, but are dynamic, variable and sometimes surprising. Then, the inability to adequately adjust to 248 

such operational complexity due to meagre resources (time, knowledge, competence, etc.) is a harbinger of untoward events 249 

(Woods and Hollnagel, 2017); the reverse is system resilience (Hollnagel et al., 2007).  250 

We make the following corollary assumptions derived from the above observations: 251 
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• Incidents and accidents happen when hazardous scenarios (i.e. opportunities for safety incidents) are present within 252 

the system and existing resources (time, manpower, skill, knowledge, information etc.) are inadequate to effectively 253 

manage the associate risks.  254 

• Analogically, underperforming or failing on prime operational objectives (e.g., delivery of technicians and equipment 255 

to turbines) happens when operational circumstances are complex and uncertain, and existing resources are inadequate 256 

to effectively manage such circumstances. 257 

• Performance and safety, therefore, share a common denominator – the ability to manage surprises in view of limited 258 

resources. According to the Rasmussen’s boundary of safe behaviour, production pressures push operations towards 259 

the safety boundary because the performance is at maximum there (Rasmussen, 1997). In other words, the 260 

performance increases as the incident likelihood increases, but up to a point. After this point, frequent incidents inhibit 261 

the performance. 262 

• The presence of hazardous scenarios (i.e. opportunities for safety incidents) and operational complexity (i.e. 263 

opportunities for performance shortfalls) are germane, and overlapping conditions within the system. The higher 264 

likelihood for incidents is, the higher operation complexity might be present in the system, and vice versa.  265 

Although we cannot predict when an untoward event can happen, we can say whether it is likely or not. It can be done “by 266 

characterising the variability within the system, specifically the variability of components and subsystems and how they may 267 

combine in unwanted ways. This can be done by looking at how functions and subsystems depend on each other.” (Hollnagel, 268 

2016, p. 172). This very information is obtainable from a systemic hazard analysis where flawed interactions between system 269 

components at various levels of abstraction are revealed.  270 

With this in mind, the first above assumption about the incident likelihood (in a non-probabilistic sense) can be expressed 271 

more formally, Eq. (1). 272 

Likelihoodincident ∝
NHS

RtA
 (1) 

where NHS corresponds to the number of hazardous scenarios (pathways to hazards), whereas RtA stands for Resources to 273 

Adjust to avoid those scenarios. The actual dependence between the left- and right-hand sides of the equation is unknown, and 274 

requires further studies. In this paper we are only interested in an approximate form of this relationship, so we could compare, 275 

although preliminary, various systems or operational phases. 276 

On this basis, we propose the following model to capture the incident likelihood, referring to this surrogate metric as the system 277 

variability, Eq. (2). It is a ratio of the number of hazardous scenarios per operational phase, NHSi, to the total number of 278 

hazardous scenarios across all N phases of operation, Eq. (2).  279 
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System variabiltyi =  
NHSi

∑ NHSi
𝑁
𝑖

 (2) 

The numerator matches the one in Eq. (1), whereas the denominator is used to normalise the numerator across all operational 280 

phases. The RtA figure from Eq. (1) is apparently not included. For this reason, we do not refer to this metric as the likelihood, 281 

because it captures only a part of the risk picture. However, if RtA can be assumed to be similar across compared system states 282 

(e.g., modes of SOV operation), then Eq. (2) would reflect the incident likelihood. The assumption of similarly can be 283 

reasonable if we consider a rather short period of time, say a two-week shift that the SOV crew spends at a windfarm. This is 284 

because human resources, skills, work and safety culture etc. will likely remain the same for the shift. For the sake of 285 

demonstration of the approach, we assume that RtA is similar across all phases of SOV operation, and Eq. (2) is hence valid 286 

to apply.  287 

5 Results and discussion 288 

This section outlines the results of hazard analysis by STPA, covering the three stages of SOV operation (Section 4.2). Table 289 

3 to Table 5 outlines the considered hazards, the number of identified scenarios that can lead to them, along with example 290 

scenarios meant to demonstrate the interactions involved. Based on these tables, Figure 6 shows the system variability as 291 

described in Section 4.2. The values indicate that the interface between the SOV and gangway has, potentially, the highest 292 

variability. Although, the system variability for the transit and manoeuvring phase is almost the same. The lowest variability 293 

is of the SOV interface with daughter crafts.294 
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Table 3: Analysed hazards and their hazard exposure (number of scenarios to hazard) for SOV operational stage: Transit and manoeuvring 295 

# Hazards 
Number of 

scenarios  
Example scenarios 

1 
Thruster control actions mismatch the current mode of operation 

(i.e. mode confusion)   
259 

Setpoint is not updated when vessel position, heading or trajectory exceeds 

alarm/alert limits. This can happen when the DP system does not accept new 

joystick setpoints when the previous task is not yet finished (i.e. the old setpoint 

has not been yet achieved). 

2 

Vessel control actions are in conflict with operational objectives 

(e.g., position/heading is kept or selected not according to the 

plan) 

174 

New operational objectives (e.g. move to another position, heading, waypoint) 

are inadequately (clearly, accurately and timely) communicated and the DP 

operator does not update the setpoints.  

3 

Operation does not comply with the required IMO DP class. This 

means redundancy against failure of critical components such as 

thrusters is unavailable. 

11 

When operational objective/circumstances change, operator unwittingly 

mismatch the DP class to given operational circumstances and does not receive 

any indicator of the error. 

4 
Untimely transfer of thruster control between bridge and engine 

control room (i.e. inadequate internal communication) 
8 

Because of emergency, crew is distracted or unable to perform a prompt transfer 

of control.  

 296 

 297 

 298 

 299 

 300 

 301 

 302 

 303 

 304 

 305 

 306 
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 307 

Table 4: Analysed hazards and their hazard exposure (number of scenarios to hazard) for SOV operational stage: Interface turbine via gangway 308 

# 

 
Hazards 

Number of 

scenarios  
Example scenarios 

1 Significant gangway motions while personnel (technicians) are 

on the gangway. Or, gangway structure under increased 

expansion or compression force as a result of out-of-range 

gangway/vessel movements. 

169 

Sluggish compensation of relative vertical motions between the SOV and turbine. This 

can happen due to inadequate predictions of vessel motions or undetected mechanical 

malfunctions of the gangway. 

2 Vessel does not keep relative position/heading within target 

limits 
80 

Distance to turbine is not queried when vessel is settling at or keeping the target 

position as operator does not switch on the distance querying to turbine. 

3 

Vessel does not keep a minimum safe distance to the turbine or 

its blades (incl. vessel approaching a rotating turbine or the 

turbine starts rotating when the vessel is nearby)  

70 

When the DP/auto mode of approach to turbine is used, manually entered 

position/heading at the turbine violates the safe distance: typo, wrongly communicated 

or determined, etc.  

4 
Technicians are transferred when the gangway is improperly 

connected or dysfunctional (e.g., motion compensation is faulty 

or cannot compensate) 

53 

Deployment of gangway when gangway alarms are active (high oil temp, low oil level, 

etc.). Given previous experience and management/time pressure, the vessel or gangway 

operator wrongly assumes that gangway limits are too conservative and alarms are 

false and it is possible to safely perform the transfer in given env. conditions.  

5 Personnel hands or legs caught between gangway moving parts 

or between gangway and wind turbine 
50 

The gangway transfer is carried out during bad visibility or external disturbances (e.g., 

sudden wind, rain, snow).  

6 
Gangway is retracted when technicians are being transferred 26 

Gangway operator reacts mechanically when gangway alarms unexpectedly go off 

(gangway suddenly reaches the operability limits). 

7 Vessel does not supply required power to gangway 

continuously  
17 

The vessel operator (and gangway operator) does not check the available power before 

deploying the gangway. This can happen due to time pressure or inadequate training.  

8 Vessel does not operate on DP class 2 or above. This means 

redundancy against failure of critical components such as 

thrusters is unavailable. 

9 

Vessel operator switches on DP2/3 and assumes it is on. However, DP2/3 is not 

activated due graceful faults or unavailable redundancy (e.g., insufficient power). 

Meanwhile, operator is busy with other tasks and does not notice. 

 309 

 310 

 311 

 312 
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 314 

Table 5: Analysed hazards and their hazard exposure (number of scenarios to hazard) for SOV operational stage: Interface with daughter crafts 315 

# 
Hazards 

Number of 

scenarios  
Example scenarios 

1 Daughter craft develops swing or/and spinning 

motions during launch/recovery 
78 

Securing of daughter craft (DC) is inadequately checked before launch/recovery as checking is 

inconvenient/inhibited due to design features. 

2 
Davit does not keep the daughter craft secured while 

launching/recovering 
77 

Davit operator (DO) mechanically switches off davit while launching/recovering DC (only 

relevant if DC securing can be lost upon switching off davit) as DO receives "abort" order from 

the bridge / other crew members. 

3 Daughter craft develops excessive motions on water 

when being launched or about to be recovered 
42 

Davit operator (DO) starts launch of DC during excessive waves/current. This can happen when 

DO mechanically follows orders from an uninformed coordinating officer. 

4 SOV interfaces with the daughter craft when SOV is 

unable to maintain position/heading (either 

automatically or manually) 

38 

SOV bridge operator does not wait until the DP settles before the DC launch can proceed. This 

can be because of time pressure, lack of training, or lack of feedback on the DP settlement 

status.     

5 Davit violates the maximum launching speed of the 

daughter craft, leading to damage caused by impact on 

water 

25 
Davit operator starts launch of DC when SOV is at speed or the SOV speed increases during the 

time of DC launch. 

6 Technicians moving on the SOV ladder are unsecured 

(unprotected from falls, trips, and slips). 
21 

Despite significant motions (accelerations) of SOV, technician wrongly assumes it is ok to use 

just one hand while climbing the ladder.  

7 
While on the SOV or water, daughter craft (DC) 

abruptly shifts when technicians getting in/out DC or 

when DC crew is working on deck  

17 

Davit Operator (DO) retracts davit lines when DC is still being detached by DC crew. DO 

underestimates the time needed to detach DC and communicates it to DO before completing the 

task. This scenario can happen due to time pressure, or ignorance of environmental conditions 

that can prolong the task.       

8 SOV interfaces with the daughter craft when either of 

ships experience excessive motions 
16 

Due to delayed forecast of env. conditions, the SOV bridge permits the DC launch in 

environmental conditions which quickly deteriorate during the launch.  

9 Technicians are crossing from SOV ladder to/from the 

daughter craft (DC) when a gap between SOV and DC 

is too big or increasing (DC is not pushing against 

SOV). 

12 

Technician steps over without waiting (immediately) until DC starts pushing against SOV. This 

can happen because the crossing process is not coordinated by a safety officer or coordinated 

inadequately.  

10 Horizontal centre-of-gravity of the daughter craft is 

significantly misaligned with respect to the lifting 

hook line. 

11 
Correctness of DC loading is inadequately checked before launching DC, because davit 

operator (or other crew) does not have adequate skills/knowledge or checking was impeded.  

11 Technicians are crossing from the SOV ladder to the 

daughter craft too slowly. 
7 

Technician are unaware that crossing should be instant: unfamiliar with safety instructions or 

the crossing is inadequately coordinated.  

316 



Wind Energ. Sci. Discuss., 2020, 1-20, 10.5194/wes-2020-15, 2020. 

 

18 / 21 

 

 317 

Figure 6: System variability for the three stage of SOV operation 318 

The presented results of the systemic hazard analysis are twofold. First, they bring awareness of system-level hazards involved 319 

in various stages of SOV operations, although the existing industrial rules and good practices are likely to cover them. For 320 

instance, the sample scenario for the hazard in Table 4 “Vessel does not keep a minimum safe distance to the turbine or its 321 

blades” is addressed by class rules which require the DP system to perform self-check routines and bring the system to a stop 322 

if necessary (DNVGL, 2015b). However, these technical publications do not explain how the rules or guidelines can be violated 323 

and what the level of complexity involved when following them.  324 

This bring us to the second contribution of the study, namely to the number of scenarios in the lead up to these hazards. These 325 

scenarios reflect the system complexity, i.e. the degree of freedom for the system to fail. The proposed metric of system 326 

variabilities, which is based on the number of hazardous scenarios shown in Eq. (2), aims to capture the likelihood of system 327 

failure. As Figure 6 shows, all three phases of SOV operation have rather comparable levels of system variability and hence 328 

likelihood for incidents, given that similar resources for risk management are available in the three phases. However, the 329 

interface between the SOV and turbine via the gangway system and the manoeuvring between turbines seem to be more 330 

complex phases of operation where the potential for incidents is more likely. The similarity between these two phases may 331 

come from the fact that the DP system is used in both of them, and this system is quite complex. At the same time, the gangway 332 

system does not seem to add a significant amount of variability in the analysis we have performed. 333 

Given the relationship between performance and safety (see Section 4.3), the phases with higher system variability may also 334 

be more complex and exposed to higher time and other production pressures. Hence, these phases need adequate resources to 335 

maintain both safety and performance. 336 
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6 Limitations 337 

The proposed indicator of the system variability is only suitable for some preliminary analysis. The paper has not validated 338 

the indicator by analytical or empirical means. However, the presented theoretical basis and used assumptions therein provide 339 

a reasonable support for the indictor. Clearly, further research is needed in this still new area of systemic safety analysis.  340 

We recognise that the proposed indicator is not fully independent from how a hazard analysis is performed. Different analysts 341 

will produce different set of results for the same system, and hence the system variability will also be different. Therefore, 342 

such indicators should not be used to compare different analyses—unless those analyses used the same assumptions—and 343 

should be limited to a comparison of different operational scenarios or phases within a single analysis.  344 

7 Conclusions 345 

The paper has presented the results of systemic hazard analysis of service offshore vessel’s (SOV) operations. We have 346 

specifically analysed 23 operational hazards arising during the three stages of SOV operation: (1) transit and manoeuvre within 347 

a windfarm and interfaces with (2) turbines and (3) daughter crafts. The hazards are mostly related to flawed interactions 348 

between people and technology, as opposed to individual failures (e.g., human errors, random failures of equipment) that are 349 

addressed conventionally. During the hazard analysis, we identified 1,270 hazardous scenarios that explain how hazards can 350 

materialise.  351 

The study has made the following contributions and conclusions:  352 

• It has brought awareness of system-level hazards involved in various phases of SOV operation and the number of 353 

hazardous scenarios associated with them.  354 

• The paper has introduced the notion of system variability as a conditional proxy to the incident likelihood. It can be 355 

used to compare various phases of operation, provided that resources for risk (safety) management are very similar 356 

within those phases. The proposed metric can be seen as an alternative to aggregate probabilistic figures (e.g., total 357 

risk) which are frequently employed.    358 

• The comparison has shown that all three phases of SOV operation have rather comparable levels of system variability. 359 

However, the interface between the SOV and turbine via the gangway system and the manoeuvring between turbines 360 

seem to be more complex phases of operation with a higher potential for both incidents and performance (work 361 

efficiency) shortfalls. Consequently, continuous management of resources is necessary to maintain both safety and 362 

performance there. 363 

• Future studies should incorporate the effect of resources (for risk and performance management) into the comparison, 364 

as discussed in Section 4.3.  365 
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