
Referee#1: Please find below the answers to the individual remarks ordered from general to 

specific. 

  

Q1: A general point: although CPs are most likely due to some change in set points, maybe after 

maintenance, for example, many could be considered as genuine faults (a sensor drift or comms 

problem is a fault after all). Perhaps the authors could comment on how to differentiate between CPs 

which are related to faults and those which are not as they need to be treated differently in such as 

NBM.  

 A1: The distinction between CPs induced by faults and CPs caused by other effects is indeed difficult 

and without additional information, such as SCADA log-files or maintenance reports, speculative to 

some degree. In such a case, the only indication we see lays in the CP characteristics itself (as discussed 

in chapter 2.2). Firstly, changes in signal behaviour can be classified as being permanent or temporary. 

The latter ones consist of two CPs, where signal behaviour returns to its original pattern after a limited 

period (not longer than an internal of periodic inspections). For such changes, commonly, the first CP 

was caused by a malfunction, therefore being fault-related, which was consecutively corrected. The 

corrective action induced the second, non-fault related CP. A permanent change in signal behaviour, 

on the other hand, is not reverted. Permanent changes are more likely to be attributed to be 

maintenance- and therefore non-fault-related. However, there still is the possibility of the change 

being induced by a fault which has not been discovered or was judged not to be severe enough to be 

fixed. Another distinction can be made between gradual and abrupt changes. Gradual changes can 

almost exclusively be attributed to be fault-related whereas abrupt changes could be either. Lastly, 

some physics of failure considerations might help to correctly identify the nature of an observed 

change. For temperature measurements, for instance, changes that manifest themselves in overall 

higher temperatures are more likely to be attributed to failures whereas changes leading to lower 

temperatures are more likely to be attributed to maintenance actions. For sensors like oil-pressure 

measurements, the exact opposite would be the case. Taking all these criteria together should enable 

the analyst to make an informed guess about the nature of the observed change, although some 

uncertainty remains. We think that the reviewer’s question raises a point worth discussing and 

therefore incorporated this line of thought into the restructured section 2 (revised manuscript p. 4, 

line 9 ff. and p. 5, line 3 ff.). 

With respect to the application of NBMs we would argue that the impact of fault and non-fault related 

CPs depends on the concrete question to be addressed. For the provision of clean training data, the 

main practical issue faced in real-world NBM application and therefore the focus of our contribution, 

both kinds of CPs have the same distorting effect on model training. Thus, any kind of CP violates the 

central assumption of NBMs and consequently has to be removed from the training data sets to ensure 

the method’s feasibility. 

  

Q2: Section 5.2: I am not sure I understand the analysis by CP – who exactly are the time series split? 

I assume there is one section of data with a CP within it, but where is the split made?  

A2: Section 5 presents the performance evaluation of the algorithm. Performance is evaluated for the 

600 selected signals, each covering two years of operation. Additionally, each of the signals is split 

exactly in the middle, resulting in 1200 signals, each covering one year of operation. With this split, a 

two-year signal, that contains only one CP indeed results in one signal with and one without a CP, each 

of length one year. In case multiple CPs are present, they might end up in either of the two shorter 



signals, depending when they occurred (first half/second half). The evaluation for these 1200 shorter 

signals was conducted for three main reasons:  

i.  To demonstrate the method’s applicability to SCADA signals of different length. We think that 

this generalization property is an essential feature.  

ii.  Previous work of the authors has shown that at least one year of SCADA data is required to 

train robust NBMs and which is in line with other publications explicitly recommending 

training data covering all four seasons (compare [1] and [2]). Having in mind the application 

of providing clean training data sets we think that demonstration on the one-year signals is 

closer to the application setting and therefore valuable. 

iii. The experiment showed that in many cases less dominant CPs could be successfully detected 

when a dominant CP was removed by the splitting procedure, which inspired the idea of an 

iterative CP removal (as discussed in section 5.3). 

Thanks to the referee’s remark we realised that the splitting procedure might not have been 

motivated adequately. This has been updated for the revised manuscript in section 2. There the split 

is initially discussed regarding its impact on the CP statistics. All three points mentioned above were 

explicitly incorporated (compare revised manuscript p. 6 lines 16 ff.). 

 

Q3: Page 19, line 2: why would you want to remove such a trend? I assume this technique could be 

used to identify ‘clean’ sections of data which can then be analysed with fault detection algorithms. 

Taking out the trend would then be counter-productive  

A3: In the given context the removal of overall signal trends is suggested only for signal pre-processing 

as part of the CP detection process. The data used for NBM training and application would still contain 

the trend but the training periods would be selected based on the outcome of the CP algorithm. The 

reasoning behind the trend-removal suggestion is that a steady trend which is present throughout the 

observed period does represent a shift in the signal’s distribution but this steady shift itself is not 

changing and therefore should not be flagged as a CP.  

This being said, the distinction between rising temperatures due to normal wear, which an NBM then 

would have to account for as ‘normal’ and an increased wear leading up to an early end of component 

life might be difficult. To our knowledge has not been addressed in literature so far and would be an 

interesting point for further research, since the presence of trends in the training data has been 

reported to be potentially indicative for slowly developing component problems (compare [3]). 

  

Q4: Page 17, line 1: it is said that there are two CPs in 11a, but the figure shows only one shaded 

region.  

A4: Shaded regions represent homogeneous periods with no change-points. True change-points are 

then indicated by the change in background colour. In figure 11a) the two true change points are in 

February (background colour changes from grey to red) and May (background colour changes from 

red to grey) of the second depicted year of operation. This way of visualizing the results was chosen 

to ensure both types of CPs, true and detected, are visible also in case of an exact detection where 

they overlap (compare the first CP in figure 11a). The figure captions have been updated to enhance 

clarity. 'Change in background colour indicates true CPs, dashed lines detection.’ was replaced by ‘Each 

change in background colour indicates a true CP, each dashed line indicates a detected CP’. 



   

Q5: Page 14, line 14: should the statement ‘whereas splitting them might require detection of a less 

severe change in one half of the signals’ be something like ‘whereas splitting them might result in only 

the detection of a less severe change in one half of the signal time series.  

A5: The sentence in question was changed to ensure comprehensibility: ’Secondly, in case the two-

year signal contains multiple CPs, detection of only the most significant one is enough for the signal to 

be evaluated as correctly classified (TP). When splitting this two-year signal into two one-year signals 

to analyse and evaluate them separately, detection of a less severe change in one of the signals might 

be required for both signals to be evaluated as correctly classified (both TP).’ (compare revised 

manuscript page 14, lines 19 ff.). 

  

Q6: In general, ensure that all symbols in equations are properly explained. 

i.  Q6.1: Page 7, line 29: what is the bracketed (1) meant to represent?  

A6.1: This was meant to be a reference to Equation (1) which was therefore corrected to 

‘(compare Eq. (1))’. 

ii.  Q6.2: Page 8, line4: what is P?  

A6.2: P stands for the penalty term which acts as a regulariser for model complexity. For 

clarification, the missing reference was added inline as follows (bold): ‘Therefore, a 

regularisation term P(τ) was proposed for example by Lavielle (2005) which penalises for every 

additional CP and therefore reduces the complexity of the segmentation (compare Eq. (2))’. 

iii.  Q6.3: Page 12, line 17: should the maximum std not be evaluated over k values rather than 

i?  

A6.3: We agree with the reviewer and have updated the manuscript accordingly. 

iv. Q6.4: In equation 10, what are D and T?  

A6.4: T stands for the total number of time-steps the signal consists of, as defined in section 

3.1. However, we agree that this should be stated again in proximity to Equation 10. The 

naming of D, which here stands for the actual number of segments, was named N in the earlier 

problem formulation in section 3.1 (compare Equation (1)). This inconsistency was corrected 

accordingly. Moreover, we noticed that the choice of D within this publication was not 

reported. The paragraph before equation 10 was therefore updated accordingly (compare 

revised manuscript page 13, lines 8 ff.).  

  

Q7: Page 17, line 14: the reference to ‘signal drifts’ should be changed to ‘signal changes’. A drift 

suggests a problem with the sensor itself, whereas what is suggested is that the temperature change 

is genuine but just due to bearing wear.  

 A7: We agree with the reviewer and have updated the manuscript accordingly. 

  

 



Q8: Some typos:  

i. Page 3, line 17: ‘multiple’  

ii. Page 3, line 21: space between ‘specifies’ and ‘the’  

iii. Page 4, line 19: better to be explicit in terms of ‘oil pressure’ (not just pressure which could 

be atmospheric pressure)  

iv. Page 7, line 25: ‘let us’ rather than ‘let’s’ (avoid contractions in formal writing) 

v. Page 8, line 24: ‘calculation’  

vi. Page 9, line 23: ‘automated’  

vii. Page 10, line 8: ‘occurrence’  

viii. Page 13, line 13: should be ‘based on’  

ix. Page 13, line 22: ‘reversely’ should be ‘conversely’  

x. Page 13, line 28: ‘algorithm’s’  

xi. Page 18, line 4: should be ‘to ensure’  

xii. Page 18, line 8: should be ‘able to’ 

 A8: We agree with the reviewer and have updated the manuscript accordingly. 
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