
Anonymous Reviewer 1: 
 
Dear Anonymous Reviewer, 
  
We highly appreciate your thoughtful feedback. It helped us to improve the manuscript and strengthen our 
findings. You highlighted some crucial points that were overlooked in our initial manuscript. 
 
All reviewer comments appear in grey below, while authors’ responses appear in blue text. Line numbers 
referenced in the authors’ responses refer to the revised document. Figures included in the manuscript are labeled 
in italic and using numbers (e.g. Figure 7 ), while figures that only appear in the response to reviewer comments 
are labeled in smaller font and using roman numerals (e.g. Figure iv). 
 
General Comments  
 
The authors present a study on wind-plant blockage in stable atmospheric conditions. Although this work is very 
timely, I’m not convinced that it is a useful addition to the existing literature. As further detailed below, there 
seem to be some very serious issues with the set-up, and a number of the results. I’m not sure whether this can be 
easily fixed – this could require rethinking the whole simulation setup. 
 
Major Comments  
 

1. The authors discuss an inertial oscillation that they later ‘subtract’ from their simulations (affecting the 
streamwise evolution of the flow). This seems a rude fix, and a good set-up should simply avoid this type 
of issue. Also, inertial oscillations occur in time (at a pretty low frequency) – how can they affect 
streamwise flow over such a relatively short fetch? Unfortunately, in combination with some of the 
strange results reported in the paper (cf. below), this issue raises some serious doubts on the correctness 
of the methodology.  

 
Thank you for pointing out this imprecision in the text. We removed “inertial oscillation” from text because it does 
not accurately describe the mechanism behind the streamwise evolution of the flow. Furthermore, a streamwise 
evolution of the flow is not uncommon in limited area domain simulations that apply inflow turbulence generation 
techniques (Muñoz-Esparza et al., 2014, 2015; Muñoz-Esparza and Kosović, 2018). We now provide a description 
of the physical mechanism in the manuscript as follows: 
 
L241 – L246: “Our simulations also display some variability in the streamwise "background" flow (Figure 9b). The 
streamwise variability in the hub-height horizontal velocity results from turbulence development throughout the 
domain (e.g. Muñoz-Esparza and Kosović, 2018). As turbulent motions develop throughout the domain, higher 
momentum is transported downwards across the rotor layer, increasing the horizontal velocity at hub height. This 
downward transport of momentum and turbulence kinetic energy is often observed in stable boundary layers with 
low-level jets (Karipot et al., 2008; Banta et al., 2002; Mahrt and Vickers, 2002; Conangla and Cuxart, 2006; Wang 
et al., 2007).” 
 
We also analyzed in more detail the relationship between turbulence and horizontal velocity, and explored other 
approaches to removing the background flow in our simulations: 
 
Relation between turbulence and horizontal wind speed: 
To confirm this relationship between turbulence and horizontal wind speed, we perform a principal component 
analysis on the time-averaged horizontal velocity, and TKE across the domain for the simulations without the GAD 
parameterization. We evaluate the spatial pattern of each variable in the x- and z-directions for the U12-C0.3 
simulation, which displays the largest streamwise variations in horizontal velocity.  



The dominant spatial pattern for the evolution of TKE in the streamwise direction matches a dominant spatial 
pattern for the evolution of the horizontal velocity. The correlation in the empirical orthogonal functions of hub-
height horizontal wind speed and TKE along the x-direction is 0.75 for the U12-C0.3 simulation. The empirical 
orthogonal functions for TKE and horizontal wind speeds at 𝑦 = 5200	𝑚 (center of domain in y-direction) that 
explain 24% and 18% of variance, respectively, for the U12-C0.3 simulation are shown below. 

 
Figure i: Empirical orthogonal functions for turbulence kinetic energy (top) and horizontal wind speed (bottom) at the center of 
the domain in the y-direction. 

The empirical orthogonal functions demonstrate a downward vertical transport of turbulence kinetic energy and 
momentum, which result in an increase in hub-height wind speeds. It is common for stable boundary layers over 
land to display a downward transport of momentum in the presence of a low-level jet (Karipot et al., 2008; Banta 
et al., 2002; Mahrt and Vickers, 2002; Conangla and Cuxart, 2006; Wang et al., 2007), as we indeed have in both of 
our experimental setups. 
 
Background flow: 
We agree that subtracting the mean flow evolution from the simulations is not the most elegant approach. 
However, this approach is presented in order to prove our point, which is that quantifying blockage using field 
measurements can result in significant errors due to cross-stream flow inhomogeneities. Further, we tested 
different ways of removing the streamwise evolution of the flow, while retaining the cross-stream fluctuations that 
add uncertainty to the definition of the freestream velocity, and every other approach introduced more problems. 
We designed multiple Butterworth filters to remove the background flow of the simulation without the GAD 
parameterization. Then, we evaluated the filter in the simulations with the GAD parameterization to verify the 
signal from the turbines was not significantly affected. We tested multiple cut-off wave numbers for the high pass 
filter. The variance of the time-averaged streamwise velocity was used to evaluate the performance of the filter in 
removing the background flow. The figure below shows how the background flow is removed by using different 
cutoff wavenumbers. 



 
Figure ii: Background flow for the simulation without turbines resulting from using different cut-off wavenumbers for the 
Butterworth filter.  

The variance of the time-averaged horizontal velocity is significantly reduced using a second order high pass 
Butterworth filter with a cut-off wavenumber of 0.0002 m-1 for the U12-C0.3 and U12-C0.5 simulations (Figure 
below). 

 
Figure iii: Spatial variance of the time-averaged horizontal velocity for each atmospheric stability case as a function of the cut-
off wavenumber. 

Applying the 2nd order Butterworth filter to the simulation with the GAD parameterization shows minimal power is 
extracted at the scales of the same order as the streamwise turbine spacing (𝑘 > 10!"	m!#), while the background 
flow is still removed from the velocity field. However, the filter removes power from wavenumbers of the same 
order as the wind plant length (𝑘~3 × 10!"	m!#), possibly affecting wake and blockage evolution throughout the 
domain. 

 
Figure iv: Energy spectrum for the filtered and unfiltered velocities in the simulation with and without the GAD. The cut-off 
wavenumber is 0.0002 m-1. 

Filtering the background flow at hub-height removes the cross-stream inhomogeneities in the flow, and alters the 
evolution of blockage and wakes throughout the domain. The filter eliminates the differences in wind plant 



blockage found in previous sections between both boundary layer simulations. Furthermore, the filtered velocity 
field displays an unphysical acceleration of hub-height winds in the wakes of the turbines.  
 
This result demonstrates the filter is removing power from scales influenced by the wind plant, and thus this 
method is not adequate for removing the background flow from the simulations. Conversely, subtracting the 
background flow from the simulations does not produce unphysical results and is consistent with our argument, 
which is that quantifying blockage using field measurements can result in significant errors due to cross-stream 
flow inhomogeneities.  

 
Figure v: Plan view of the filtered and unfiltered velocity field at hub height for the U12-C0.3 simulation. Note that the turbine 
wakes in the filtered velocity field display higher velocities than the inflow to the wind plant. 

 
Figure vi: Time and spatial (in y-direction) average of the filtered hub-height horizontal velocity deficit for each stability case. 

2. There are serious spanwise fluctuations in the inflow velocity (see, e.g., Figure 9). State of the art LES 
simply does not have this kind of problem. Also there is no real analysis on the cause of this issue. 
Presumably this comes from the parent domain, but not much analysis is performed (are these streaks 
existing in the parent domain as well, is this a result of the coupling methods, …).  

 
We modified the manuscript to include a description of these elongated structures, which indeed propagate from 
the parent domain (see figure below). These elongated structures of alternating high- and low- wind speeds are 
commonly observed in neutral and stable boundary layer simulations with several types of LES (e.g. Peña et al., 
2021; Mirocha et al., 2018; Moeng et al., 2007; Saiki et al., 2000; Moeng and Sullivan, 1994). The manuscript is 
modified to include the following: 
 
L238 – L241: “The inflow velocity for the nested domain exhibits cross-stream fluctuations that erode downstream 
of the inflow boundary. These elongated structures propagate from the parent LES domain and add variability to 
the flow upstream of the wind plant (Figure 9a). These structures are commonly found when simulating stable and 
neutral boundary layers (Peña et al.,2021; Mirocha et al., 2018; Moeng et al., 2007; Saiki et al., 2000; Moeng and 
Sullivan, 1994).” 



 

         
Figure vii: Instantaneous, hub-height horizontal velocity field for the parent domain (Δx = 70m) of the simulations for each 
stability case. The grey dotted line represents the location of the nested domain within the parent domain. 

 
3. The authors use a 500m Rayleigh damping layer to avoid reflection of gravity waves. However, 

nonreflecting damping layers are tricky. I would expect that the layer should be at least one, possibly 
better two dominant vertical wavelengths. What is the vertical wavelength that can be expected based on 
wind-farm length and Brunt–Väisälä frequency? Can you report the level of reflection in your simulation – 
this can, e.g., be simply estimated using the method of Taylor and Sarkar (JFM 2007).  

 
Thank you for raising this interesting point. We estimate the vertical wavelength of gravity waves using: 

𝜆$ =
2𝜋⟨𝑈⟩$
⟨𝑁⟩$

 

Since we have multiple temperature stratifications in our domain (see figure below), the vertical wavelength of 
gravity waves for each vertical temperature stratification is as follows: 

- 𝜆$ in the surface layer is 896 m (1964 m) for the -0.5 K/h (-0.3 K/h) simulation. 
- 𝜆$	in the residual layer is 1867 m (2042 m) for the -0.5 K/h (-0.3 K/h) simulation. 
- 𝜆$ in the troposphere is 1032 m (1021 m) for the -0.5 K/h (-0.3 K/h) simulation. 

Though 𝜆$ is about 2 km in the residual layer, the vertical wavelength is 1000 m in the troposphere, where the 
damping layer is located in our simulations. Klemp and Lilly (1978) found the depth of the damping layer should be 
of the order of one vertical wavelength, which is not far off in either of our simulations. 

  
Figure viii: Streamwise evolution of the Brünt-Väisälä frequency for each stability case for the nested domain at y = 5200m. Note 
the white contours represent values outside the colorbar, resulting from the potential temperature perturbations (CPM) at the 
inflow boundary of the domain.  

 
4. Figure 5: the authors claim that upstream of the symbols marked on the figure, there is no significant 

measurable blockage effect. Why is it then that all simulations still provide a negative deficit far upstream 
– I would expect, statistically speaking, some of them to be positive. The chance at four heads is only 
about 6%.  

 



We appreciate this comment and we added clarification in the manuscript. Our simulations show there is indeed 
an effect, however, the effect is not statistically significant (95% confidence level). We define the induction zone 
using a statistical analysis on the velocity fields. Therefore, the induction zone does not extend that far upstream 
because our analysis demonstrates this small deviation is not statistically significant.  
 
The figure below shows the confidence intervals on the normalized velocity deficit from the strong stably stratified 
simulation. This shows the mean velocity deficit is slightly less than zero at 20D, but the confidence intervals are 
not below zero. Therefore, the induction zone as we define it does not extend beyond 20D. Confidence intervals 
are not included in Figure 6 in the manuscript because we want to aggregate the results from the different cases 
(i.e. different stability cases, and single turbine and wind plant) into one same plot, while showing the statistical 
significance of our results. 

 
Figure ix: Normalized velocity deficit for the U12-C0.5 case. The error bars represent the 95% confidence intervals. 

The manuscript is modified as follows: 
L168-169: “We define the induction zone with the statistical significance of the velocity deficit upstream of the first 
row of turbines in the plant.” 
 
We also modify the way in which we describe statistical significance. We now mention confidence intervals rather 
than the z-statistic as follows: 
 
L171-176: “The 95% confidence interval (α= 0.05) of the difference of means, 5𝑈%6& − 5𝑈%'6&, at each x−distance 
upstream is calculated as 

𝐶𝐼 = ±𝑧(/*<
𝜎%*

𝑁%∗
+
𝜎%'*

𝑁%'∗
 

where 𝜎%	  and 𝜎%'	  are the variance of the velocity field in the simulations with and without the turbines, 
respectively. The z−statistic 𝑧(/* for the 95% confidence level is 1.96. The number of independent samples at each 
distance upstream, 𝑁	∗ = 𝑁 #!-

#.-
, is estimated using the total sample size, N, and the lag-1 autocorrelation 𝜌 =

𝑈/(𝑡)𝑈/(𝑡 + Δ𝑡)/𝑈/(𝑡)*, (Wilks, 2019).” 
 
L180-181: “From this point onward, a statistically significant velocity deficit is such that its 95% confidence interval 
does not contain the value of 0 E𝑈012 ± 𝐶𝐼 ∉ 0G.” 
 
For clarity, we also included: 
 
L186-188: “The wind plant modifies the flow in a statistically significant manner up to 15D upstream for U12-C0.5. 
Conversely, there is not enough statistical evidence that the induction zone extends further than 2D upstream for 
U12-C0.3.” 
 



L345-346: “We do not find statistical evidence of a far-reaching induction zone for the U12-C0.3 case. For this 
weaker stable layer, the velocity deficit is only statistically significant up to 2.5D upstream of the wind plant.” 
 
 

5. Figure 8. The inversion displacement keeps growing downstream of the farm. I would expect that it goes 
down again. You seem to define z_i based on max of dtheta/dz . If so, this measure would include possible 
turbulent mixing at the interface (thus overestimating displacement, which should be based on a 
streamline). However, more problematic is that there should not be any turbulent mixing at the interface 
in a stable boundary layer situation. Looking at your forcing methods, it seems that you force up to the 
capping inversion, so also in the residual layer, which should not have any turbulence. If correct, this does 
not make any sense!!  

 
Thank you for the constructive feedback, it helped us describe better our simulation setup. We trigger turbulent 
motions up to the capping inversion at the inflow boundary. However, the ⟨𝑤/𝑤/⟩ profiles below show turbulence 
in the residual layer has largely decayed after x = 4000 m. Furthermore, observations in regions with flat terrain 
demonstrate turbulence in the residual layer is not necessarily zero (e.g. Banta et al., 2006; Banta, 2008; Bonin et 
al., 2020).  Ultimately, turbulence fluctuations will be removed by the model despite any boundary conditions 
forcing if the static stability is strong enough to suppress mechanical turbulence production. However, capping 
inversions often display some turbulence activity as a result from entrainment processes and the strong gradients 
that occur in the vicinity of this layer. 
  
We modify section 2.3 in our manuscript as follows: 
 
L147-154: “We determine whether turbulence has propagated throughout the entire domain using the variance of 
the vertical velocity, which is calculated using 20 min time windows. Turbulence is close to steady 20 min after 
initializing the nested domain for U12-C0.3 (Figure 3a), and 30 min after initializing the nested domain for U12-C0.5 
(Figure 3b), and results are discarded before these times. Furthermore, turbulence in the surface layer becomes 
quasi-stationary after x = 4000 m for both simulations (Figure 4), and we also discard results upstream of this 
location. Although we trigger turbulent motions up to the capping inversion, turbulence in the residual layer decays 
rapidly throughout the domain and becomes small after x = 4000 m. Note that minimal turbulence persists in the 
residual layer, as is sometimes observed in regions with flat terrain (Banta et al., 2006; Banta, 2008; Bonin et al., 
2020). 
 
Figure 3: Time evolution of the vertical velocity variance for the U12-C0.3 (a), and U12-C0.5 (b) simulation without 
the wind turbines. The profiles are averaged over a 0.8 km2 region centered at the first row of the wind plant (x = 
6804 m, y = 5890 m). The perturbations of the vertical velocity are calculated using a 20-min moving average. 

  
Figure 4: Evolution of the vertical velocity variance averaged in the y-direction across the domain for the U12-C0.3 
(a), and U12-C0.5 (b) simulations without the turbines. Vertical profiles are color coded for each x-location in the 
domain and plotted in 1000 m increments. 



” 
 
Our definition of the inversion height does include turbulent mixing at the interface. However, this mixing is 
primarily from turbine-generated turbulence. Turbulence generated by the turbines enhances mixing across the 
stable boundary layer and smooths the potential temperature profile. In such a way, the inversion height should 
increase as turbine-generated turbulence decays downstream of the wind plant. Nevertheless, turbulent mixing is 
more restricted in the -0.5 K/h case compared to the -0.3 K/h case due to the strong temperature inversion at 
~170m. We modified the text as follows: 
 
L220-228: “The vertical displacement of the flow upstream and over the wind plant deepens and warms the stable 
boundary layer (Figure8 a,b). The boundary layer starts growing upstream of the wind plant as a result of vertical 
advection of heat and momentum by the mean flow. Boundary layer growth in this region is practically the same 
for both stable boundary layers (Figure 8a). In contrast, the inversion height is displaced more in U12-C0.3 
compared to U12-C0.5 after the first turbine row.  
The inversion height evolution downstream of the first row of the wind plant is determined by turbulence. A deeper 
internal boundary layer characterized by enhanced turbulence levels forms in U12-C0.3 compared to U12-C0.5 over 
the wind plant (Figure 8c). Enhanced mixing in U12-C0.3 homogenizes the potential temperature profile just above 
the turbine rotor layer, forcing the boundary layer height (maximum in 𝑑𝜃/𝑑𝑧) upwards. Conversely, mixing from 
turbulent vertical motions is hindered in the stronger stable layer (U12-C0.5 case), reducing the vertical 
displacement of the boundary layer top. 
 
Figure 8: Inversion height displacement from unperturbed conditions (a), potential temperature profile at multiple 
locations in the domain (b), and depth of turbine-generated turbulent layer (c). The mean boundary layer height, 
⟨𝑧3⟩, is calculated from the simulations without the GAD parameterization. The grey shaded region marks the 
location of the wind plant in the domain (a,c), and the turbine rotor layer (b). The solid and dashed lines in (b) 
represent conditions upstream and downstream of the wind plant, respectively. The circles and triangles in (b) 
represent the inversion height upstream and downstream of the wind plant, respectively. 



” 
 
We also tested other definitions of boundary layer height, including a streamline and the height of 1.05𝑈4, and we 
found similar results. The different definitions of the boundary layer height showed the boundary layer is displaced 
upwards more in U12-C0.3 compared to U12-C0.5, and the maximum displacement occurs at the exit of the wind 
plant. Therefore, we decided to retain our current definition. 
 

6. Section 4, and the analysis related to Figure 6 and 7: I’m not sure what exactly the point is of this exercise 
(apart from the fact that it is possible). Also, turbulent flux divergence is not enough to study the 
momentum balance. Other terms that definitely seem relevant are the mean momentum transport (e.g. 
in the entrance region of the farm), which are not discussed here. Other terms (e.g. pressure forcing) are 
probably negligible, but this should be discussed. 

 
We appreciate the motivation to better support our analysis, and we agree other terms are also very relevant. We 

analyze the following terms, and how they differ from the simulations without the GAD:  𝑢3
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R is nearly identical for both simulations, thus the difference 

in the wind plant’s induction zone is largely determined by the advection of x-momentum by the vertical velocity 
Q𝑤 56

5$
R. The negative vertical transport of x-momentum across the rotor layer is larger for the -0.5 K h-1 simulation 

compared to the -0.3 K h-1 simulation due to stronger vertical shear of the horizontal velocity. This larger negative 
vertical transport of x-momentum in turn requires a larger positive streamwise transport of x-momentum for the -
0.5 K h-1 simulation compared to the -0.3 K h-1 simulation. We modified the manuscript as follows: 
 
L203-219: “In evaluating the x-momentum equation, we assume the flow is steady. This is a fair assumption 
because the cooling rate at the surface, which drives unsteadiness in the flow, results in small changes over the 40-
min time averaging period. Furthermore, we neglect the Coriolis force in this analysis because the domain size 
(12000 m) is small compared to the scales affected by the Earth's rotation L=U/f=𝒪(109	𝑚). In such a way, we 
consider momentum advection by the mean flow, pressure divergence, and the divergence of turbulent momentum 
fluxes. The turbulent fluxes are calculated from 20-minute averages of the velocity fields. 
 
Figure 7: Mean flow momentum advection (a), and pressure gradient (b) terms of the x-momentum equation 
averaged spatially across the wind plant (y-direction) and the turbine rotor layer (z-direction). The plots show the 
departure of the terms in the momentum equation from the flow without the GAD. 



 
 
The induction zone of the wind plant is most affected by the vertical transport of zonal momentum across the rotor 
layer (Figure 7). The pressure gradient term remains nearly equal for the U12-C0.5 and U12-C0.3 simulations 
(Figure 7b), given that the drag exerted by the turbines on the flow is very similar for both cases. Conversely, the 
negative vertical transport of x-momentum across the rotor layer is larger for U12-C0.5 compared to U12-C0.3 due 
to stronger vertical shear of the horizontal velocity (solid line in Figure 7a). As the flow is forced to move above the 
wind plant, the vertical momentum transport is balanced by the streamwise momentum advection. The larger 
vertical momentum loss in U12-C0.5 compared to U12-C0.3 requires additional streamwise advection of x-
momentum for the flow to remain steady (Figure 7a), producing more flow deceleration up to 10D upwind of the 
wind plant. Turbulence divergence plays a minor role in the region upwind of the wind plant (not shown). Though 
the turbulence divergence terms are larger for U12-C0.3 compared to U12-C0.5, these remain virtually unchanged 
for the simulation with and without the GAD, suggesting they do not contribute significantly to momentum 
replenishment upwind of the turbines.” 
 
We no longer consider turbulent momentum fluxes to play a major role in the induction zone of the wind plant. 
The turbulent momentum flux divergence terms still act to replenish momentum in the U12-C0.3 simulation, 
however, these terms are one order of magnitude smaller than the mean flow momentum transport and pressure 
divergence terms. Furthermore, we compare these terms for the simulations with and without the GAD (solid and 
dashed lines below) and there is virtually no difference for both simulations. This implies turbulent momentum 
fluxes do not influence the induction zone of the wind plant.  
 

 
Figure x: Turbulence momentum flux divergence terms for the U12-C0.3 (red) and U12-C0.5 (blue) simulations. The solid and 
dashed lines represent the fluxes for the simulation with and without the GAD, respectively. 

We also modified the discussion section accordingly and removed the discussion on turbulent momentum fluxes: 
 
L337-339: “A highly stratified atmosphere hinders turbulent motions, increasing vertical shear of the horizontal 
velocity and thus modifying mean momentum advection across the rotor layer.” 
 



7. Figure 11: as far as I understand, the figure discusses the effect of using a wrong upstream reference to 
define the normalized velocity deficit 2.5D upstream of the farm (a measure for the blockage). I would 
expect that using a reference that also is 2.5D upstream, should lead to a deficit that is zero. Any 
reference that is taken farther upstream should than lead to a larger deficit… Why is it then that using the 
true freestream velocity leads to the lowest deficit 2.5D upstream???  

 
This comment was very helpful and helped us clarify this section. Though Figure 12 does show the effect of using a 
wrong upstream reference to quantify blockage, we do not use a reference that is 2.5D upstream. Rather we test 
different ways of defining the reference velocity (Figure 10). The one closest to the wind plant is 10D upstream as 
stated in L257-258. We modified how we reference each methodology as follows: 
 
L256-263: “After removing the background flow from the velocity field, we calculate the freestream velocity 
upstream of the wind plant in multiple ways. We test five different approaches as shown in Fig. 10: 1) time-
averaged, hub-height wind speed measured at one point 10D upstream of the wind plant E𝑈:#;<G, such as would 
be available from a single profiling lidar or meteorological tower; 2) time-averaged, hub-height wind speed 
measured at three points 10D upstream of the wind plant E𝑈:";<G; 3) time-averaged, hub-height wind speed 
measured at six points 10D and 20D upstream of the wind plant E𝑈:=;<G; 4) time- and spatially averaged hub-
height wind speed measured over the area extending 1D to 20D upstream of the wind plant E𝑈:>G, such as would 
be available from a scanning lidar; and 5) time- and spatially averaged hub-height wind speed measured over the 
whole turbulent domain of the no-turbine simulations (referred to as "True freestream" 𝑈:?).” 
 
Furthermore, the convention for 𝑈:3 can be directly related to Figure 10, and Figure 12 now includes this 
convention as well. 
 
“Figure 10:  Schematic showing the relative location of the wind plant and the sampling locations for defining the 
freestream velocity of the flow. The freestream velocity in (a), (b), and (c) is calculated using one-, three-, and six-
point measurements (PM), respectively. In (d) and (e) the freestream velocity is calculated from areal 
measurements enclosed by the dashed yellow line. The solid vertical lines represent the individual wind turbines. As 
such panel (e) represents the simulation with no turbines in the domain. The black crosses represent the locations 
for sampling the freestream velocity using point measurements. Freestream velocities in each panel are color-coded 
for each stability condition: red (blue) text represents the U12-C0.3 (U12-C0.5) case.   

 

 
Figure 12: Normalized velocity deficit for the (a) U12-C0.3 and (b) U12-C0.5 case using the various definitions of 
freestream velocity shown in Fig. 10. Results for the True freestream velocities are color-coded for each stability 
condition: red (blue) text represents the U12-C0.3 (U12-C0.5) case. Note that the colored lines in (a) and (b) are not 
the same as the corresponding lines in Figure 6 because here the freestream is single-valued, whereas in Figure 6 
the freestream varies in the streamwise direction. Confidence intervals are not shown. 



” 

None of these approaches necessarily lead to a deficit that is zero, because there are cross-stream fluctuations in 
the velocity field across the domain and the sampling locations are not directly in front of every turbine.  
 
Minor Comments  
 
- Abstract, first phrase: blockage does not just impact on the performance of the first row 
 
Thank you for pointing out this imprecision, we modified Abstract and Discussion sections accordingly. 
 
- page 4: a sketch of the nested domains would be useful  
 
Though it is common practice to show how we nest our domains, we are using periodic boundary conditions for 
the parent domain making this unnecessary. Below is the relative location of the nested domain within the parent 
domain, but we did not include this in the paper because it does not add insight into the simulations.  

 
Figure xi: Relative location of the wind plant and the nested domain within the parent domain. 

 
- page 5: can you better justify the combination of surface cooling with 9h30min spin-up? This is an overland 
situation – most of the night has already been passed after 9+ hours. (I realize that often long spin-up is used to 
arrive at some sort of steady state in SBLs, but given that you are forcing with a mesoscale model, this feels 
unnecessary?)  
 
Spin-up of the parent domain was evaluated using hub-height wind speed and wind direction, and the potential 
temperature profile. Spin-up of the parent domain was finalized when hub-height winds at the center of the 



parent domain reached a quasi-steady state and the inversion strength reached a certain threshold for each case. 
Given that we were looking for a stronger stable layer using the -0.5 K h-1 cooling rate, spin-up time for this 
simulation was longer to reach the desired potential temperature profile. However, it is not possible to achieve a 
completely steady state since there is a cooling rate at the surface that continually forces the stable surface layer. 

 
Figure xii: Time evolution of the wind direction (top) and hub-height wind speed (bottom) from the initial conditions. 

We modified the manuscript as follows: 
 
L111-114: “Spin-up of the parent domain is complete when winds at the center of the parent domain reach a quasi-
steady state and the inversion strength was 2 and 5 K for U12-C0.3 and U12-C0.5, respectively. Steadiness of hub-
height winds is evaluated using the wind direction and wind speed upstream of the wind plant location.” 
 
- page 5: what is geostrophic wind? What is pressure gradient – are you using a geostrophic balance and barotropic 
conditions?  
 
Our simulations are not in geostrophic balance nor with barotropic conditions. By mentioning the geostrophic in 
the simulation setup, we are following a commonly terminology used in the atmospheric science community when 
referring to how winds are initialized in the simulation. We removed this from the manuscript to avoid this 
confusion. 
 
- Figure 2: would be interesting to see the profiles op to the top of the domain (up to 2500m). Also, can you add 
the slopes 0.01 K/m and 0.001 K/m into Fig. 2a  
 
We modified Figure 2 to include the profiles up to 2km and information about the initial conditions. There is not 
much information that can be gained from showing the potential temperature profiles up to the domain top or by 
showing the slopes of the potential temperature inversions. The potential temperature and wind speed profile 
above 1500 m remain unchanged for both stability cases. The inversion strength at the end of the simulation 
changes slightly with time due to mixing and discontinuities in the initial specified profile.  



 

 
Figure xiii: Temporal evolution of the potential temperature (top panels) and horizontal wind speed (bottom panels) profiles for 
the parent domain in each simulation. The left and right columns illustrate the U12-C0.3 and U12-C0.5 stability conditions, 
respectively. 

We modified Figure 2 of the manuscript to include the initial potential temperature and wind speed profiles for the 
simulation: 
 
“Figure 2: Potential temperature (a) and wind speed (b) profiles at x = 4500 m and y = 5840 m averaged in time for 
the simulations without the wind turbines. The turbine rotor layer corresponds to the grey, shaded region. The 
black, dotted lines represent the initial conditions for the parent domain. 



” 
 
- line 147: please improve sentence 
 
We modified this sentence as follows: 
 
L147-148: “We determine whether turbulence has propagated throughout the entire domain using the variance of 
the vertical velocity, which is calculated using 20 min time windows.” 
 
- Use of brackets for spatial averaging is ambiguous: sometimes it is averaging in y, sometimes in x and y (eg. in eq 
3). Please improve notation throughout the paper for clarity 
 
We appreciate this comment. We agree there is ambiguity in spatial averaging and the convention follows 
throughout the paper. We modified the entire manuscript to follow the convention outlined in L165-167: 
 
L165-167: “Note that in Eq. 1 and what follows, an overbar (	𝑚	) denotes time averaging, angled brackets ⟨				〉3 
denote spatial averaging along the i-direction, and a hat (𝑚U) denotes a normalized quantity.” 
 
- Figure 4: explain in caption that averaging is only in y-direction 
 
The manuscript was modified accordingly. 
 
- z-statistic and \alpha: not clear from the text how they are related. Also lag-1 autocorrelation: not defined, no 
reference. Please provide a decent statistical analysis. I would prefer 95% confidence intervals on the results in 
Figure 5 (let the reader appreciate what differences are significant or not). Also statistical analysis can be based on 
moving block bootstrapping, rather than handwaving arguments on possible gaussian distribution and a proxy for 
integral time scale (which is presumably what you are implicitly doing with the lag-1 autocorrelation) 
 
Thank you for this helpful suggestion. The figures below show the velocity distribution at each grid cell upstream of 
the wind farm is very close to Gaussian (Skewness close to zero, and Kurtosis close to three). Thus, the assumption 
of Gaussianity is appropriate. We modified the description of the statistical analysis to include confidence intervals 
rather than the z-statistic because this may be more understandable for readers. Also, we provided a brief 
description of the meaning of statistical significance. 



 
Figure xiv: Streamwise evolution of Skewness (top) and Kurtosis (bottom) upstream of the wind plant for each atmospheric 
condition and the simulations with and without the wind plant. The black dotted lines in each plot illustrate the values for a 
Gaussian distribution. 

The manuscript is modified as follows: 
 
L169-171: “The velocity distribution at each grid point upwind of the wind plant is close to Gaussian. In average, the 
Skewness and Kurtosis of the velocity distributions upstream of the wind plant is -0.05 and 2.1 (0.15 and 2.23) for 
the U12-C0.3 (U12-C0.5) simulation, respectively.” 
 
L171-176: “The 95% confidence interval (α= 0.05) of the difference of means, 5𝑈%6& − 5𝑈%'6&, at each x−distance 
upstream is calculated as 

𝐶𝐼 = ±𝑧(/*<
𝜎%*

𝑁%∗
+
𝜎%'*

𝑁%'∗
 

where 𝜎%	  and 𝜎%'	  are the variance of the velocity field in the simulations with and without the turbines, 
respectively. The z−statistic 𝑧(/* for the 95% confidence level is 1.96. The number of independent samples at each 
distance upstream, 𝑁	∗ = 𝑁 #!-

#.-
, is estimated using the total sample size, N, and the lag-1 autocorrelation 𝜌 =

𝑈/(𝑡)𝑈/(𝑡 + Δ𝑡)/𝑈/(𝑡)*, (Wilks, 2019).” 
 
L180-181: “From this point onward, a statistically significant velocity deficit is such that its 95% confidence interval 
does not contain the value of 0 E𝑈012 ± 𝐶𝐼 ∉ 0G.” 
 
- line 172: not a proper sentence 
 
We modified the sentence as follows: 
 
L182-183: “The normalized velocity deficit along the x-direction for the wind plant and single turbine demonstrates 
that stronger stable stratification amplifies upstream blockage.” 
 
- line 192: “The turbulent fluxes are calculated from 5-minute averages of the velocity field”… What do you mean 
by this? Not clear why 5 min averages should be used; seems an incorrect definition of turbulent flux  
 



Thank you for this question. We used different window length to calculate turbulence statistics and found they 
asymptote when using window length of at least 20 and 10 minutes for the U12-C0.3 and U12-C0.5 simulations, 
respectively. We re-calculated the fluxes and variances using 20-minute time windows. Furthermore, we modified 
the manuscript and all the relevant figures accordingly. 
 

 
Figure xv: Horizontal and vertical velocity variance as a function of the window length used to calculate the perturbations from 
the mean velocity. The left and right panels represent each atmospheric condition. 

 
- Figure 12: please use confidence intervals rather than deciding for the reader what is significant and what not 
 
Thank you for this suggestion. We considered including confidence intervals in our figure but restrained from doing 
so in the manuscript. We prefer to include all our results in one figure for the reader to compare the different 
stability cases and wind plant-single turbine cases. Adding confidence intervals for each line adds too much 
confusion to the figure, as shown in the figure below: 

 
Figure xvi: Normalized wind speed deficit upstream of an isolated turbine (dashed lines) and first row of turbines in a wind plant 
(solid lines). The errorbars represent the 95% confidence level of the normalized velocity deficit. 

We rather edited the manuscript to include a definition of statistical significance for readers unfamiliar with this 
topic: 
 
L180-181: “From this point onward, a statistically significant velocity deficit is such that its 95% confidence interval 
does not contain the value of 0 E𝑈012 ± 𝐶𝐼 ∉ 0G.” 
 
- page 17, line 336: “A spectral analysis on the vertical and horizontal velocity at multiple locations in our 
simulations shows no statistical significant evidence of waves moving through our domain.” What do you mean 
with waves moving through the domain? Do you mean that you did a frequency analysis? That does not make 
sense, since the gravity waves would be stationary… 
 



Thank you for pointing that our description of the spectral analysis was inaccurate. We performed a spectral 
analysis on the horizontal velocity at multiple y-locations in our domain. As such, we find the dominant 
wavenumbers for the flow in the streamwise direction. The hub-height velocity spectra averaged over the y-
direction (over the y-grid cells that contain turbines) shows the turbines only introduce power at a wavenumber of 
𝑘7~10!"	𝑚!#, which is of the same order as the turbine spacing in the streamwise direction. Furthermore, both 
the simulations with and without the turbines display the maximum power at a wavenumber of 𝑘7~8 × 10!9	𝑚!# 
suggesting the turbines do not instigate standing waves throughout the domain, but rather the evolution of TKE 
throughout the domain explains the low-wavenumber oscillation in hub-height wind speed (See Major Comment 
#1) . 
 

 
Figure xvii: Normalized energy spectrum as a function of wavenumber for the simulations with and without the wind plant for 
the U12-C0.3 (left) and U12-C0.5 (right) case. 

The manuscript is modified as follows: 
 
L364-365: “We performed a spectral analysis on the spatial evolution of the horizontal velocity and found no 
evidence of standing waves in our simulations.”
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