
Response to Reviewer 1’s comments: 
 

In this article, the authors develop a new analytical wind-farm flow model which 
accounts for larger wake losses deep in a wind farm and more persistent wake losses 
in the far-wake region. The model, which is named the cumulative-curl model, is then 
extensively validated against LES results (from SOWFA) and SCADA data for three 
different offshore wind farms. Two main conclusions can be drawn from the validation 
campaign. First, the model compares reasonably well with numerical data and 
measurements in all cases considered. Second, the new model outperforms the GCH 
one in cases with large wake losses and wake recovery over large turbine distances 
while it performs similarly in the other cases. I believe that this paper is of interest to 
the wind energy community as it shows the potential of a new analytical flow model 
which partially solves a long-standing problem, that is the mismatch in predictions in 
case of deep-array effects. Moreover, I enjoyed reading this work, which is well 
presented and well structured. Here below, you can find some scientific questions and 
technical comments. 

The authors thank the reviewer for their kind comments. 

Scientific comments/questions: 

1. Abstract: it could be more descriptive. For instance, the authors write “Two points 
of model discrepancy were identified therein. The present article addresses those two 
concerns and presents the cumulative-curl (CC) model.”Which are these two 
concerns? They will become clear once reading the text, but I would find it useful 
to mention them here. Also, would it be possible to translate the “improved 
accuracy” or “greatly reducing the computational time” into percentage and speed-
up values? 

The authors thank the reviewer for their feedback. Changes have been made to better 
explain the two modeling discrepancies identified by the recent GCH comparison 
paper, as shown below. For the second request, the authors don’t have a non-
vectorized form of the CC model to compare to for speed-up values, but the authors 
have seen speed-ups of multiple orders of magnitude for the default Gaussian wake 
model in FLORIS after vectorization. For a percentage increase in accuracy, the authors 
set out to show an overall improvement in the prediction capabilities of the CC model 
compared to the default Gaussian wake model. This is trend is established by the 
presented results, and the authors plan to perform a more detailed analysis of 
performance in future work. 



 

2. Section 2: I understand that it is more practical to cite others' works instead of 
re-writing the full model. Eventually, this also makes the article easier to read. 
However, I find it difficult to follow at times. For instance, the authors mention 
that the original cumulative wake model proposed in Bastankhah et al. (2021) 
does not include a near-wake model. However, in the current work, this 
deficiency is overcome by representing the near-wake region with a super-
Gaussian wake model. How is this done? Is there an analytical derivation? I think 
that the reader would benefit from a more in-depth description of the model, 
which could also be provided in the appendix. 

The authors appreciate the reviewer’s feedback. The reviewer is correct in that a near 
wake model is added to the cumulative wake model. There is not an analytical 
derivation for this, but rather the combination is done in a heuristic manner that yields 
improved prediction results over the current default Gaussian wake model in FLORIS. 
The model description section has been reworked to better describe how the model is 
derived and its relevant components. 



 

 

3. Section 3.1 (line 167): Which is the horizontal resolution used in the precursor 
simulation? Also, for how long the precursor simulations have been advanced in 
time? 



The authors thank the reviewer for their questions. The resolution in the horizontal 
and vertical directions is 10 meters. Text has been added to clarify this. Also, the 
precursor simulations were run for 20000 seconds, which has also been added to the 
manuscript. 

 

4. Section 3.1 (line 197): From where does this formula come? Consider adding a 
reference. Also, I would consider a different notation for the wind speed (ws can 
be seen as w*s in a mathematical expression). 

The authors appreciate the reviewer’s feedback. The coefficient in equation 13 comes 
from experiments at NREL. This, along with the wind speed variable, has been updated 
in the text as shown below. 

 

5. Section 3.1 (line 230): For how long the wind-farm simulations are run in 
SOFWA? In the article, it is reported only the spin-up time (1200 s), but not the 
time over which statistics are collected. 

The authors thank the reviewer for pointing out this missing information. The length of 
simulation used for the time-averaging was 2400 seconds, and this information has 
been added to the manuscript. 

 

6. Section 3.2: Over which region the velocity is spatially averaged to produce the 
power trends observed in Fig. 1? Is the height-dependent velocity profile given 
by the precursor simulations taken into account in the analytical models (GCH 
and CC)? Or do the analytical model assumes a uniform inflow velocity profile? If 



so, how is the velocity magnitude estimated? Does it refer to the velocity at hub 
height? This information can improve the interpretation of the validation results. 

The authors thank the reviewer for their questions. Both in SOWFA and FLORIS, the 
region over which the velocity is spatially averaged is the circular region of the rotor to 
determine the effective rotor velocity at hub height. This includes all the points that fall 
within the rotor area. For the analytical models, they assume a log-law application of 
shear to define the inflow velocity profile. A general shear component of 0.12 was 
assumed based on previous work (this is the default value currently in FLORIS) and 
analysis was not done to match the exact shear profiles to the SOWFA data. Text has 
been added to clarify this in the paper. 

 

7. Section 3.2 (line 243): The authors mention that “The TI assumed in the GCH and CC 
models was selected to yield perfect agreement with SOWFA at a 7Ddistance 
downstream.” I believe that if the TI value was tuned so that a zero error would 
occur at 5D or 10D, the validation would look different. Therefore, why not use 
the ambient TI reported in table 1 (i.e. the ambient TI values given by the 
precursor simulations)? Please, comment on this. 

The authors thank the reviewer for their comments. The TIs reported in Table 1 are 
estimated using equation 13 from the WRF data and give a general sense of the 
turbulence intensity for the precursors. However, as the flow in the precursors develop, 
this exact TI level cannot be ensured, and thus those values in Table 1 are just 
estimates used to down select from the different SCADA/precursor datasets, as 
described in Section 3.1. For the analytical models, the TI was tuned to give zero error 
in the hypothetical turbine power production at a distance downstream of 7D as this is 
a common relative distance between turbines for offshore wind farms. 7D was also 
chosen to show that the old model had difficulty when tuned at 7D to match at 5D and 
10D, while the new model does better through this range of distances and was the 
point the authors were attempting to make with this process. Also, due to the impact of 
TI on the analytical models, the authors chose this method to give better wake deficit 



predictions, and thus better turbine power predictions over using the estimated TI 
from the WRF data that may not match exactly the turbulence that developed within 
the SOWFA precursors. Additional description has been added to the text to clarify the 
choice for using this method, as shown below. 

 

8. Section 3.2.2: How is the ambient TI evaluated in this section? Are the authors 
using the ambient TI shown in table 1? I’m concerned about the ambient TI 
because usually, the analytical wake model predictions are strongly dependent 
on this value. Moreover, it is important to mention the ambient TI in case of the 
reader would like to reproduce some of the results. Note that the same question 
holds also for sections 3.3 and 3.4. Finally, it is not clear to me how the added TI 
is computed. Would it be possible to include this in the text? 

The authors thank the reviewer for their questions. The ambient TIs used in sections 
3.3 and 3.4 are the same that were determined in section 3.2, as described in the 
response immediately above. The wake-added TI is computed using the default wake-
added TI model in FLORIS, which is the Crespo-Hernandez model. This detail has been 
added to the text, as shown below. 

 

 



9. Figure 2: I find this plot difficult to read. Have you tried using different symbols 
instead of different lines for the various precursor cases? That is just a 
suggestion since it may make it worst. 

We thank the reviewer for their feedback. We have tried using different symbols for the 
various cases (as opposed to the different lines currently used), and it does make it 
more difficult to interpret, as the reviewer suggested may happen. For this reason, we 
feel the current formatting is the best way to display the data. 

10. Figure 5: Why the GCH and CC first-row turbine power is lower than the one 
predicted by SOFWA in all cases? This mismatch (although limited to a few 
percentage points) could lead to a bias in the measurements further 
downstream. Moreover, I would find it very interesting to include the prediction 
of, for instance, the Jensen model in the current figure. This could highlight how 
much better the models have become at matching LES results. However, I also 
understand that this could be out of the scope of the current manuscript. 

The authors thank the reviewer for their questions. The slight differences in power of 
the lead turbine between the SOWFA simulations and the FLORIS predictions is most 
likely due to the difference in flow in SOWFA that exists laterally. The wind speeds for 
the FLORIS simulations were initially tuned to single turbine powers in SOWFA, but for 
Figure 7, the averaged power from a row of turbines was used from the Reference 
Farm layout. So the difference in power most likely stems from the variations in flow 
laterally in the SOWFA simulation when they are averaged. The authors felt that 
keeping the original tuning was the best route forward for the larger farm 
comparisons. 

Also, while it would be interesting to compare the Jensen model to the Gaussian wake 
models displayed here, the authors feel that is also outside the scope of this research 
effort which focuses on improving Gaussian wake models. A broader model 
comparison effort will be considered for future work. 

11. Figure 7: Which are the yaw angles applied at every turbine row? The authors 
mention that “This pattern assumes a large yaw misalignment angle for the first row of 
turbines, which then decreases linearly to zero for the last row of wind turbines.”. 
However, they do not provide the yaw misalignment for the first row of 
turbines. This information is necessary in case of the reader would like to 
reproduce the results. 

The authors thank the reviewer for pointing out the missing yaw angles. This 
information has been added to the text as shown below. 



 

 

12. Section 4: Very nice and strong validation of the model. I have only a minor 
question here. In figure 15 (top panel), both models predict a lower energy ratio 
for a wind direction of 140 degrees than 320 degrees. Why is this happening? In 
fact, in the first case, turbine 22 operates in the wake of one turbine while in the 
second case it operates in the wake of six upwind turbines. 

The authors thank the reviewer for their feedback. For the SCADA data used in Figure 
15, after quality control, there was less data available for wind directions less than 150 
degrees, which potentially explains the larger mismatch that the reviewer has pointed 
out at 140 degrees. This is further supported by the bottom plot in Figure 15 where a 
larger binning width of 30 degrees is used and the resulting prediction better matches 
that of the data. A comment on this discrepancy is already included in the caption for 
Figure 15, so no changes have been made. 

13. I noticed that in many cases the caption of the figures also contains 
interpretations of the results. I would use the caption only for describing the 
figure, therefore moving the interpretation of the results in the main text. 

 The authors appreciate the reviewer’s comments. However, it is our viewpoint that 
descriptive captions for the Figures aid in the reader’s ability to quickly scan the 
manuscript and gain some initial insight into the results. As such, the authors 
respectfully will keep the captions as-is. 

Technical comments: 

1. Line 247: Typo “largely largely” 

Thank you for catching this typo. This has been corrected. 

2. line 320: re-phrase the sentence 

The authors thank the reviewer for catching this mistake. The sentence has been 
corrected, as shown below. 



 

 

 

 

Response to Reviewer 2’s comments: 
 

 

This paper gives adds the super-Gaussian model of Blondel and Cathelain and the 
cumulative wake superposition of Bastankhah et al. to the Gauss-curl hybrid model to 
address issues with deep array effects. The comparisons to high-fidelity models and 
field data are comprehensive. The paper is a worthwhile addition to the considerable 
research on wind farm wake modeling that is necessary for wind farm design and 
control. 

The authors are thankful for the reviewer’s comments. 

Introduction: I enjoyed this clear discussion of the complications of wake modeling 
(including wake super position and near and far wake models) in various wind farm 
configurations. Two issues that could use some discussion are (1) momentum 
conserving models and linearized momentum conserving models (often called mass 
conserving models) and (2) the choice of wake expansion rate through turbulence 
characteristics.  

The authors thank the reviewers for their suggestions. The cumulative wake model 
proposed by Bastankhah fits in the first category suggested by the reviewer. As it is 
relevant to the paper at hand, some discussion of this model has been added to the 
introduction. However, the authors have decided not to add additional discussion 
regarding the choice of wake expansion rate through turbulence characteristics as we 
feel this is too far from the current scope of this effort. The added discussion is shown 
below. 



 

 

Section 2.2: It is hard to decipher where each of these equations come from and how 
they have been modified in this implementation. Is there a consistent theoretical basis 
for adding the Blondel & Cathelain model and cumulative model of Bastankhah et al. to 
the GCH model? Or are the additions heuristic? 

The authors appreciate the reviewer’s feedback. The additions of the Blondel & 
Cathelain model to the cumulative Bastankhah model are heuristic. The insertion of the 
near-wake model into the cumulative wake model, along with tuning, was found to give 
slower wake recovery over distance downstream, which is what is reflected in the 
SOWFA simulations and in feedback from industry partners. A theoretical basis could 
potentially be derived but is left for future work. the equations and their origins have 
been restructured, as shown below, to better illustrate the derivation of the model. 



 

 

Section 2.2: This model has a large number of free parameters, which makes it more 
difficult to use. Could you discuss in more depth how these parameters are selected to 
make the model more widely useable. 



The author thanks the reviewer for their feedback. For this effort, the tuned model 
parameters were not changed from their default values which were determined by 
Cathelain et al. Text has been added to the manuscript to refer readers to the proper 
source for more information on the tuning of these parameters. 

 

 

All graphs: Please use vector formats for these images and use consistent font sizes. 
The resolution is fairly low and the font is sometimes hard to read. Use more 
descriptive titles without using underscores. 

The authors thank the reviewer for their feedback. Many of the relevant plots have 
been updated throughout the manuscript, with examples below. 

 



 

 



Figure 1: The improvement here is not as apparent to me as claimed in the text. I would 
have assumed that the super-Gaussian near wake model would improve the 
agreement in the near wake. In fact, the opposite seems to be the case. Furthermore, 
the choice to tune the results at x/D=7 affects the model accuracy. If the tuning had 
been done at x/D=3 the results might be quite different. A better approach would be to 
minimize the error over all measurements. 

The authors appreciate the reviewer’s feedback. We have updated the text to reflect 
that the major prediction improvements occur not in the near wake but in the medium 
to far wake regions. There is existing discussion in the paper that covers the significant 
impact of the near-wake model on the development of the wake in the far wake region, 
where the authors were looking for major improvement. Additional improvement of 
the near wake region predictions is left for future work. 

 

For the analytical models, the TI was tuned to give zero error in the hypothetical 
turbine power production at a distance downstream of 7D as this is a common relative 
distance between turbines for offshore wind farms. 7D was also chosen to show that 
the old model had difficulty when tuned at 7D to match at 5D and 10D, while the new 
model does better through this range of distances and was the point the authors were 
attempting to make with this process. Updates to the text with further explanation of 
this are shown below. 

 

Section 3.2.2: Since these results are for a single turbine, they are only including the 
effect of including the Blondel & Cathelain model in the GCH model and the 
Bastankhah model does that have an impact, correct? Or am I misunderstanding that? I 
suggest adding some discussion on what aspects of the model are being tested here. 

The authors thank the reviewer for their questions. The results in Section 3.2.2 are 
looking at the power production of a hypothetical turbine that is swept laterally behind 



a real, yawed turbine. This lateral sweeping occurs at a downstream distance of 7 rotor 
diameters. What this is testing is the implementation of the GCH effects onto the 
blended Bastankhah/Blondel & Cathelain model. Because of the good agreement 
shown in Figure 3, the authors are confident that the GCH models have been 
implemented correctly around the blended cumulative wake model. The simulation is 
already described in section 3.2.2, so detail has been added to confirm the purpose of 
this analysis, as shown below. 

 

Section 4: The paper has a lot of great data for the comparison. While the graphs are 
very instructive to understand the differences between the models, it’s hard to 
compare the average error. Could you provide average error results for each of these 
graphs in a table? 

The authors appreciate the reviewer’s feedback. While it is possible to produce the 
average error results, the authors feel including the values at this point would detract 
from the main purpose of the paper, which was to show that by including a near wake 
model with the cumulative wake model, we can improve the overall deeper wake 
prediction when compared to our current Gaussian wake model. These trends are 
proved out in the included plots, and we plan to improve this matching through various 
methods in future work. 

Figure 10: What do the color plots on the right represent? There is no label and they are 
difficult to read.  

The authors appreciate the reviewer’s question. The color plots on the right are just 
meant to act as a supplement to the main plots on the left, showing the overall farm 
layout and the section of the farm as well as the turbines that are being examined. The 
figure has been made larger in the LaTeX document and text has been added to the 
caption to explain the plots on the right, as shown below. 



 

Sections 3&4: I suggest changing the “Reflection” subsections to “Discussion." 
 

The authors thank the reviewer for their suggestion. The changes have been made in 
the manuscript. 



 

 


