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First of all, we would like to sincerely thank all the reviewers for taking their
valuable time to read our manuscript and provide constructive comments. We have
carefully read and considered all the comments in detail and have revised our paper
accordingly. Undoubtedly, the reviewers’ comments have played a crucial role in
improving the quality of our paper.

Please find below our response to the reviewers’ comments. The reviewers’ com-
ments are repeated in black text, our response should be given in blue text, and if
necessary, the corresponding corrections are provided in red text.

An important change from the first submitted version is that we updated the
simulations using the newest ROSCO version (2.6.0) in the revised version. One of
the most important update is that the pitch actuator model is included in the new
version (previously not included in the 2.4.0). We think it is important to include
a pitch actuator in realistic simulations for lidar-assisted control, since it limits
the control performance of a feedback controller, while a feedforward controller can
easily compensate the delay. There are small differences in the simulation statistics
caused by this update.

Besides, we added a github link in the code availability section which includes
the wrapper DLL and a baseline lidar-assisted controller.
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Response to comments of Anonymous Referee #1

Overall comments

It is an interesting research work to evaluated the lidar-assisted wind turbine con-
trol under various turbulence characteristics using a four-beam liar and the NREL
5.0 MW reference turbine, which could be beneficial to the Lidar-assisted wind tur-
bine control community. The paper is well organized and written. I recommend to
accept the paper after considering and modifications are made.

We would like to thank the referee for the interest in reviewing this research and
the positive feedback on the manuscript.

Grammar and typos

Line 24: missing white space between control ... (CPFF), please also cross-check
in the whole content of the paper, this appears in many places. Thank you, this has
been corrected in the revised version.

LIne 37: averaging → average. Thank you, this has been corrected in the revised
version.

Line 55: ... (Schlipf, 2015) uses ... change to ... Schlipf uses ...Thank you, this
has been corrected in the revised version.

LIne 81: ”... designing ...” → design. Thank you, this has been corrected in the
revised version.

Line 82: present → presents. Thank you, this has been corrected in the revised
version.

LIne 90: structure → structures. Thank you, this has been corrected in the
revised version.

line 106 a → an. Thank you, this has been corrected in the revised version.

line 129: yz plane → yz-plane. Thank you, this has been corrected in the revised
version.

line 175: ”... Simley and Pao Simley and Pao (2015) ...” I guess the bracket
around the cited reference is missing. Thank you, the citation here is wrong be-
cause the authors’ names are repetitive. This has been corrected in the revised
version.
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line 176: what is Ih? it should be ”In” right? Thank you, this is an typo. ”In”
is corrent. This has been corrected in the revised version.

line 190: Never use a symbol, e.g., ”L” to start a sentence. Thanks for the sug-
gestion, this has been corrected in the revised version.

line 276: propagates → propagate. Thank you, this has been corrected in the
revised version.

line 277: try to replace semi-column with comma when seperating the cited ref-
erences. This applies to all the context of your paper. Please cross check all of them.
Thanks for the suggestion, all the semi-column has been replaced by comma in the
revised version.

line 305: is → are. Thank you, this has been corrected in the revised version.

line 308: is → are. Thank you, this has been corrected in the revised version.

line 326: frequency → frequencies, are → is. cutoff → cut-off. Thank you, ex-
cept for the term ”cutoff”, others has been corrected in the revised version. We kept
using ”cutoff” because this is more commonly used in literature. We also checked
the paper and only ”cutoff” is used in the revision.

line 327: that→ those. Thank you, this has been corrected in the revised version.

line 340: delete ”alone”. Thank you, this has been corrected in the revised ver-
sion. We know rewrite it as: ”To make each controller as modularized as possible...”

line 395: contributed → affected? Thank you for pointing this out, we have
updated the manuscript using your suggestion.

line 400: are → is Thank you, this has been corrected in the revised version.

line 477: by → in? Thank you, this has been revised as ”However, the spectra
estimated from simulated time series using the Mann model and the Kaimal model
generally have similar shapes.”

line 517: ”Introduction the FF pitch ...” → ”Introducing the FF pitch ...” or
”Introduction of the FF pitch ...” Thank you for pointing this out, we use ”intro-
ducing” now.

line 557: ”... two turbulence ...” → ”... two turbulence model ...” Thank you,
this has been corrected in the revised version.
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line 558: ”... provided ...” → ”... suggested ...” Thank you for pointing this
out. We kept using ”provided” to be in accordance with the previous text. The
reason we did not use ”suggested” is because Mann model is ”recommended” by the
IEC-61400:2019 standard but Kaimal model is not specified as ”recommended”. So
writing that both models are ”suggested” might be misleading.

line 570 - 571: ” ... We further analyzed the transfer function, which is important
for designing a filter, which removes uncorrelated content in the signal for lidar-
assisted control.” Please consider to rewrite this sentence. Thanks, this sentence is
written as: ”We further analyzed the optimal transfer function, which is important
to design a filter that removes the uncorrelated content in the lidar-estimated rotor
effective wind speed signal for lidar-assisted control.”

line 593: ”Overall, with this work ...” → ”... with this work ...” Thank you, this
has been corrected in the revised version.

General comments

1. line 43 to 45: the author states: ”... two turbulence models are commonly
used ...,” But later 3 models are mentioned in the following sentence ”... they are
the Mann uniform shear model Mann (1994) and the Kaimal spectra Kaimal et al.
(1972) and exponential coherence model (hereafter referred as to Mann model and
Kaimal model respectively) ...”
Thank you for pointing this out. Indeed, the previous sentence is not very clear.
Actually there are two models. We now rewrite the sentence as: ”According to the
IEC standard, two turbulence models are commonly used for wind turbine design as
provided by the IEC 61400-1:2019 standard, one is the Mann (1994) uniform shear
model and another one is the Kaimal spectra (1972) combined with exponential
coherence model (hereafter referred as to Mann model and Kaimal model respec-
tively).”

2. line 68 to 69: ”... The length scale can have an impact on the power spectrum
and turbulence spatial coherence.” could you show an example to demonstrate this?
Actually, this is discussed in Section 2.4. We added a bracket after the sentence to
guide the readers to the discussion. (Now line 74)

3. Line 91: suggest to use vector notation for ’x’, e.g., x⃗
Thanks for the suggestion. However, we use the bold character (x) to be in accor-
dance with previous literature that are highly linked to this paper, such as: Mirzaei
and Mann (2016), Held and Mann (2019) and Guo et al. (2022a).

4. line 100: what is Φij(k) in Equation 3?
Thank you for pointing this out. We have added the definition of Φij(k) in 106-112.
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5. Line 162: Please double check the equation 15, the symbol F11(k1) is wrongly
typed in Latex.
Thanks for the careful review. It should be F11(k1) and it has been corrected.

6. Sometimes, ”evoturb” is used in the context, sometimes ”evoTurb” is used,
please unify them
Thank you for pointing this out. ”evoTurb” is now used throughout the paper.

7. line 190 - 194: This description is redundate, because this has been mentioned
in the introduction section
Thank you for pointing this out. We have removed these repetitive sentences.

8. line 210 - 211: ”... Except for a relatively larger error for the v compo-
nent auto-spectrum under very unstable stability, the rest fittings show very good
agreements. ...”, I don’t see this conclusion in Figure 2, Please double check this
statement.
Thank you for pointing this out. It is a typo. It should be u component not v
component. This is corrected in the revised version.

9. line 234 - 236: ”... we summarize the lidar wind preview quality for the in-
vestigated four-beam lidar and the NREL 5.0MW reference turbine under different
atmospheric stability classes. ...” what do you want to express? Maybe the author
wants to express ”the lidar wind preview quality for the NREL 5MW reference tur-
bine under different atmospheric stability classes”?
Thank you for suggestion. The sentence is written as: ”In the end, we summarize
the wind preview quality of the investigated four-beam lidar for the NREL 5.0MW
reference turbine under different atmospheric stability classes.”

10. line 237: section 3.1, the procedure of calculating the ”Turbine-estimated
rotor effective wind speed” is missing. How do you get ”u1(x)”? by EKF estimator
or other method?
Thank you for question. We should not use ”turbine- estimated rotor effective wind
speed” here, because here it is just how we define the ”rotor-effective wind”. As
explained in Line 250, it is simply the averaged longitudinal components over the
rotor-swept area. We have removed ”turbine-estimated” to ”turbine-based” in the
revised paper.

11. line 309 - 310: ”... The coherence in the unstable case is especially lower
using the Kaimal model, which can be caused by the direct product method ...”.
Do you have any reference to support this statement?
The investigation by Simley (2015) using LES is the reference to support this state-
ment in the following sentence. We made it clear by linking both sentences by a ”:”.
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12. line 315: Please consider to re-formulate this sentence. ”... If a filter with
the gain GRL(f) turns out to be an optimal Wiener filter (Simley and Pao, 2013;
Wiener et al., 1964), which results in minimal output variance for a multi-inputs
multi-outputs system. ...”. This sentence does mean anything.
Thanks for pointing this out, this sentence is now rewritten as: ”If a filter is designed
to have a gain of GRL(f ), it turns out to be an optimal Wiener filter (Simley and
Pao (2013), Wiener et al. (1964)), which results in minimal output variance for a
multi-inputs multi-outputs system.”

13. line 330 - 334: what about the cut-off frequency for different mean wind
speed other than 16 m/s? The author needs to specify this.
Thanks for pointing this out, we have removed Table 5 and added Figure 5, which
shows the cutoff frequencies as a function of the mean wind speed. We also added
the discussions around the line 340 as: ”The cutoff frequencies as a function of mean
wind speed are calculated by fitting the GRL and are shown in Figure 5. Actually,
both turbulence models indicate that the cutoff frequencies depend on the mean
wind speed linearly. Therefore, the cutoff frequency of the filter can be scheduled
based on this linearity.”

14. line 374: equation 36, why the derivative of steady-state pitch angle is
calculated with respect to Turbine estimated Rotor Effective Wind Speed (uRR)?
and multiplied with (uLLf)) makes the equation mathmatically not exactly correct.
What about using the Lidar estimated REWS when evaluating the derivative of
steady-state pitch angle?
Thanks for pointing this out. Indeed, using uRR here is not rigorous. We have
changed from uRR to uss. Here, uss is the steady-state wind speed. We also added
one sentence to specify how the steady-state pitch curve can be obtained.

15. line 408: ”... 4096×11×64×64 grid points, corresponding to the time, and
the x, y and z directions ...”. This means to me only 11 grid points in the x direc-
tion? (I suppose x- direction is the u-component direction). This seems to me too
less grid points
Thanks for pointing this out. Indeed, 11 is the number of discrete points in the x
direction. We only discrete in the lidar measured yz-planes and the rotor plane.
Because there are 10 lidar measurement planes and 1 rotor plane. There are 11
planes in total. Actually, lidar has a probe volume and in principle there should be
more points in the x direction. However, the study by Chen et al. (2022) shows
that applying Taylor’s frozen theory within the probe volume does not affect the
lidar wind preview quality, as we discussed in line 463-467. Thus, we did not further
discretize in the x direction to save computer memory for the simulation.

16. In Figure 7, the time series of generator power should not have such kind of
relative large oscillation because the author has mentioned that the constant Power
mode (see line 367) is used in the simulation for above rated wind speed and 16 m/s
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mean wind speed should well above rated and has less probability to be at below
rated wind. Could you please explain this in your paper?
Thanks for pointing this out. Currently, ROSCO (v2.6.0) controller uses the low-
pass-filtered generator speed to calculate the torque command by the formula: gen-
erator torque = rated electrical power / generator efficiency / low-pass-filtered gen-
erator speed. The main reason to use the filtered speed is to avoid response to
motions with high natural frequencies, e.g. the shaft natural frequency and the
measurement noise. If we do not consider the fact that turbine might have a short
interval to go below rated operation during a wind speed trough. The formula above
ensures that the electrical power is constant if the electrical power is calculated us-
ing the filtered generator speed. However, the actual electrical power (generator
side not grid side) is determined by the non-filtered generator speed and the torque
by: electrical power = non-filtered generator speed * generator torque * generator
efficiency = non-filtered generator speed / low-pass-filtered generator speed * rated
electrical power. Therefore, the fluctuation of electrical power is contributed by the
difference between the low-pass-filtered and non-filtered generator speeds. We have
added relevant discussion in Section 4.3 and Section 5.2.1.

17. The followed up comments is as the follows: line 450 - 452: ”... Lastly, the
generator power is shown in panel (g) where much less power fluctuation is observed
in FFFB control. Because the power fluctuation is highly coupled with the rotor
speed fluctuation, the less fluctuating power can be expected from the less rotor
speed fluctuation in FFFB control.” This statement is not correct. As it was men-
tioned before, the constant power mode is used, what fluctatuated should be the
generator torque and coupled to the rotor speed variations.
Thanks for your comment. Please see response 16 for the reason of power fluc-
tuations. In Section 5.2.1, we actually want to point out that FFFB control can
reduce the rotor speed fluctuation and the reduction in rotor speed is linked to the
power fluctuations (by comparing Panel (b) and (g) in Figure 8). We agree with
the reviewer that if constant power mode is applied using the non-filtered generator
speed, then the power will be truly constant and the fluctuation will be the genera-
tor torque which is coupled to the rotor speed.

18. line 505 - 509: The statement is fair. It could be better to add some sugges-
tions on how to solve this issue.
Thanks for pointing this out. We believe this can be solved by activating the feedfor-
ward loop smoothly only when the REWS is above a certain threshold or adjusting
the weights of feedforward and feedback pitch commands. We have added the solu-
tions to the end of Section 4. We also used this solution for our updated simulations.
Now, the LAC is also benefitial for wind speed at 12ms−1(although marginal) and
14ms−1.

19. line 512 - 513: ”... In the stable stability, the reduction is better at 14ms−1,
where the value is close to 4%, and it drops to 2% by higher wind speeds.”. Does
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this mean for the stable atmosphere case, the probability of the wind speed lying in
the transition range betweem below rated and above rate is lower than that of the
unstable atmosphere case? Adding a probability exceedance plot should help the
discussion better.
Thanks for pointing this out. First, it should be 16ms−1, as corrected by Referee
2. Here we want to point out that the LAC benefits reaches a peak value at a
relatively lower wind speed for the stable condition. Firstly, for different stability
conditions but same mean wind speed, it can be seen that the LAC benefits for the
blade load is highest in unstable, medium in neutral, and lowest in stable. The rea-
son could be the different length scales. The turbulence length scale is lower under
stable condition which means the peak of turbulence spectrum appear at a higher
wavenumber/frequency (base on the conversion f = k1Uref/2π). The blade load is
mainly excited by frequency above 0.1 Hz (due to 1p 3p...), if the spectrum has a
higher peak frequency, the load will be more dominated by the higher frequency
parts. Then the LAC benefits becomes less because it mainly reduces loads below
0.1 Hz (for the lidar we used). Based on the discussion above, a higher mean wind
speed shifts the spectral peak frequency to even higher frequency, thus the LAC
benefits becomes less for the stable condition. For unstable and neutral cases, the
spectrum peak frequency is naturally lower than that in the stable condition, thus
the LAC benefits does not decrease as fast as that in the stable condition. We have
added the discussion above to the end of Section 5.2.3.

20. The discussion between line 522 and line 524 should be explained. Please
see the comments number 16 and 17.
Thanks for pointing this out. Please see the response on 16, 17 and 19. In the revised
paper, we added more discussion based on the response of 19 to the end of section 5.

21. line 569 - 570: ”... The coherence using the Mann model is generally higher
in all atmospheric stability classes than the coherence using the Kaimal model. ...”.
For larger turbine, e.g., DTU10MW turbine, the coherence using the Mann model is
generally much lower than the one using Kaimal model. The author needs to justify
this in the context of his paper.
Thanks for the comment. In the end of this paragraph, we pointed out that the
conclusions here may not be applied to turbines of other sizes and lidars with other
trajectories. We also specify that the coherence and transfer function study can be
extended for other turbine-lidar combinations.
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Response to comments of Anonymous Referee #2

General comments

This is an interesting manuscript that uses stochastic wind fields and aeroelastic
simulations to examine the effectiveness of lidar-assisted control in reducing loads,
as well as the lidar measurement coherence, for three different stability classes using
both the Mann and Kaimal turbulence models. This is an important topic because
lidar-assisted control is typically only evaluated using the default Mann and Kaimal
turbulence conditions, based on neutral stability. Evaluating lidar-assisted control
in different conditions more accurately indicates how well the control strategy will
work in the variety of conditions encountered by turbines during their lifetime. The
authors provide a detailed overview of the turbulence models and simulation pro-
cess and show relevant metrics when presenting the results. However, I have one
major technical comment on the manuscript as well as many smaller comments that
I believe should be addressed.
We would like to thank the referee for the interest in reviewing this research and
giving feedbacks on the manuscript. We have carefully considered each comment,
and please see the detailed responses below.

When simulating wind fields for all three stability classes, the same turbulence
intensity is used for all cases (IEC class 1A). But in reality, stable atmospheric con-
ditions will typically have much lower turbulence levels than unstable conditions,
with neutral being somewhere in between. Therefore, the conditions being simulated
likely don’t represent stable, neutral, and unstable conditions very well. Would you
be able to include more realistic TI values for each stability? Or can you discuss
why you are using the same TI for each stability class?
Thanks for the your comments. We definitely agree with the comment that TI is
generally high in unstable stability, moderate in neutral stability, and low in stable
stability. We have thought about using different TI values for different atmospheric
conditions in the beginning. However, when using different TI levels, it is hard to
compare the load by different atmospheric conditions. Because both the turbulence
length scale and TI changes by atmospheric stability conditions. In figure 11 and
figure 12, it is easier to distinguish that the difference in load is mainly caused by the
different turbulence length scales. To clarify this to the reader, we have added some
discussions after line 192 and pointed out that the analysis considering different TI
values can be made in future studies in the last paragraph of Conclusions.
The added content after line 192 is: Actually, the turbulence intensity is related
to the atmospheric conditions. Usually, TI is generally high in unstable stability,
moderate in neutral stability, and low in stable stability (Peña et al., 2017). In this
work, we emphasize to analyze the impact of turbulence length scale on turbine
loads and LAC benefits. Therefore, the same TI level is assumed for the three sta-
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bility classes. This assumption tends to be less realistic but it helps to make loads
more comparable in the analysis in Section 5.2.
The added content in the last paragraph is: ”In this paper, the same turbulence
intensity level is assumed for different atmospheric conditions, while in reality, the
turbulence intensity depends on the stability conditions of the atmosphere.”

Further, how accurate is the wind evolution model in the extended Mann model
when using the unrealistic TI values for some stability classes? I assume it was
developed using field measurements, but how well do these field measurements rep-
resent the class 1A turbulence simulated here for each stability class? Thanks for
the your comments. The extended Mann model (space-time tensor) is developed
using field measurement. Because the space-time tensor assumes stationary process
in time, the turbulence intensity is not affected by the wind evolution. Actually the
wind evolution parameter is determined by the parameter ”γ”. So, based on specific
situations, one can adjust γ and αε2/3 independently to reach a target turbulence
intensity and evolution level.

Another non-technical general comment is that there are many places in the
manuscript where sentences are broken into two sentence fragments. For exam-
ple, line 192: ”It is clear that a larger coherent eddy structure. . . While the eddy
structure is much smaller. . . ”, line 211: ”It can be seen that the turbulence. . .
While the variation in the anisotropy. . . ”, line 402: ”To include the turbulence
evolution. . . Four-dimensional stochastic turbulence. . . ” I would suggest reviewing
the manuscript and combining sentence fragments like these into single sentences.
Thanks for the your comments. We have reviewed the paper and modified the frag-
mentary sentences.

Specific comments
1. Introduction: Much of the paper compares lidar measurement coherence be-

tween the Mann and Kaimal models. Since there has been some previous work in
this area (e.g., Dong et al. (2021)), it would be helpful to discuss how this research
compares to the previous work.
Thanks for the your comments. We added discussions in line 50 to make compar-
isons with the previous work.

2. Line 34: ”The lidar measurements can be contaminated by lateral and ver-
tical wind speed components”: to understand why lateral and vertical wind speed
components ”contaminate” the lidar measurements, it would be helpful to explain
what you are trying to estimate (i.e., how do you define the REWS you are trying
to estimate. The rotor average of the longitudinal component?)
Thanks for the your comments. We added contents to clearify this. The added
content is: ”The turbine’s aerodynamic performance is mainly driven by the u com-
ponent, and lidar is expected to measure the u component for control purposes.”

3. Line 54: Can you provided a reference for ROSCO?
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Thanks for the your comments. We added the reference.

4. Fig. 1 caption: Can you provide a reference for how the length scales were
chosen for each stability class?
Thanks for the your comments. We added the references.

5. Line 70: ”Because the turbulence spectrum peaks. . . ” This is an incomplete
sentence.
Thanks for the your comments. We have corrected this sentence in the revised ver-
sion as: ”Further, the spectrum and coherence can have potential impacts not only
on the lidar measurement coherence but also on the turbine loads because the tur-
bulence spectrum peaks can distribute at different frequency ranges, and different
frequencies can produce different excitations for the turbine structure motion.”

6. Section 2.2: Are you assuming zero spatial coherence for the lateral and ver-
tical velocity components? It would be helpful to discuss this here.
Thanks for the your comments. We actually ignored the yz plane coherence for
lateral and vertical velocity components. We added discussion in the end of Section
2.2 as ”The yz plane coherence for the v and w components are not given by the
IEC 61400-1:2019 and they are ignored in this work.”

7. Section 2.3.1: The extended Mann model with evolution clearly shows a de-
pendence on length scale (e.g., Eq. 14). Can you discuss how other wind conditions,
such as turbulence intensity, affect the coherence? For example, in Simley and Pao
(2015) there is a strong relationship between TI and coherence, but it isn’t clear
how this is captured in the extended Mann model.
Thanks for the your comments. The extended Mann model (space-time tensor) as-
sumes stationary process in time, the turbulence intensity is not affected by the wind
evolution. Actually the wind evolution parameter is determined by the parameter
”γ”. So, based on specific situations, one can adjust γ and αε2/3 independently to
reach a target turbulence intensity and evolution level.

8. Line 186: ”impact on filter design for LAC”: I would suggest explaining what
filter you are referring to here.
Thanks for the your comments. We added some contents to explain the functional-
ity of the filter. i.e. The filter is necessary to filter out the uncorrelated frequencies
in the REWS estimated by lidar, as will be discussed later in Section 3.

9. Eq. 20: Why is the real number operator needed here? By definition, won’t
the coherence be a positive real number? Otherwise, can you explain how coh11 can
contain imaginary components?
Thanks for the your comments. Indeed, the magnitude squared coherence is real
and positive. In terms of the least square fitting in Equation (21) (previously 20),
we are fitting the co-coherence. We have corrected the equation now and added
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Equation (10) to explain the definition of co-coherence.

10. Line 212: ”while the variation in the anisotropy Gamma does not show a
clear trend towards the atmospherically.” Based on Table 1, there is a clear trend
between Gamma and stability. Are the values for Gamma and length scale in Table
1 switched perhaps?
Thanks for the question. We have checked the values of Gamma and the sequence
is correct. Based on the study by Peña et al. (2017) and Peña (2019), (the mea-
surements from Danish sites), Γ also show unclrear trend by stability.

11. Line 219: ”we use three sets of gamma = 200, 400, and 600 s” Why did you
choose these three values?
Thanks for the question. We have added the reason as: ”The reason for choosing
these values for γ is that they result in coherence close to observations in existing
literature, as will be discussed later”.

12. Line 222: ”which is the median separation for a commercial lidar measuring
in front of the turbine” Can you provide a reference or list some examples of com-
mercial lidars and their measurement ranges?
Thanks for the suggestion. We have added two references that describes the recent
commercial lidars.

13. Line 229-231: It is unclear what you mean by ”rarely large ax” and why this
suggests you should use gamma = 600 s for the unstable case. More generally, can
you discuss in more detail why you chose 600 s to represent the unstable condition
(e.g., why not 500 s or 800 s)? Further, can you discuss how accurate the selected
gamma values are for the class 1A turbulence intensity used in the simulations?
And how would gamma change for different TI values? (e.g., Simley and Pao (2015)
observed a strong relationship between TI and coherence).
Thanks for the question. We use the term ”rarely” according to the probability
study by Chen et al. (2020), but we did not write it clearly previously. We chose
600 s because it gives higher ax in the unstable condition than the neutral and sta-
ble conditions (in accordance with the LES-based observation by Simley and Pao
(2015)). Overall, 600 s is chosen because it gives a reasonable ax value in terms of
probability and relative difference with ax from other stability. Now we have mod-
ified the sentence to be more clear. Regarding the second question, as explained
in the general comment, we have not consider the variation in the TI to emphasize
the study on the changes in turbulence length scale. The γ value is independent
from the turbulence intensity in the space-time tensor. Also, since the turbulence
intensity is adjusted by the parameter αε2/3, which is just a proportional gain. The
changes in the αε2/3 will not affect the coherence of velocity components or lidar
measurement. In reality, one can design simulations using different γ values to reach
the target longitudinal coherence.
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14. Line 257: ”azimuth angle phi and elevation angle beta” The math is hard to
follow in this section without understanding how the azimuth and elevation angles
are defined. Can you define these angles or show them in a figure?
Thanks for the suggestion. We added the definitions in Figure 3.

15. Eq. 27-32: Shouldn’t the angles phi and beta be a function of the lidar beam
and therefore depend on the index ”i”?
Thanks for the suggestion. In our previous study, most of the lidar systems have
identical value of cos β cosϕ, so that we did not use index for simplicity. How-
ever, this is limited to specified lidar system. To make the formula more general to
any lidar trajectory, we have adopted the reviewser’s suggestion and modified these
equations.

16. Eq. 31: I think there should be the imaginary number ”i” in front of
”k1∆xi”. Also, as written, because ∆xi equals xi, it seems that SRL(k1) won’t con-
tain the phase delays between the measurement points and the rotor because the k1
dependence of the exponent simplifies to exp(i(k1 ∗ x1 − k1 ∗ x1)) = 1. Should ∆xi

in the equation simply be replaced by xR to model the correct phase delay?
Thanks for the careful review. The reviewer is correct, the imaginary number ”i”
should be included in front of ”k1∆xi”. This has now be added. As for the sec-
ond question, we added the detailed derivation below: The turbulence field can be
represented by the Fourier transform as (Mirzaei and Mann, 2016):

u(x, t) =

∫
û(k, t) exp(ik · x)dk, (1)

The lidar LOS measurement can be approximated by

vlos(x, t) =

∫ ∞

−∞
φ(s)n · u(sn+ x, t)ds

=

∫
n · û(k, t) exp(ik · x)

∫ ∞

−∞
φ(s) exp(ik · ns)dsdk

=

∫
n · û(k, t) exp(ik · x)φ̂(k · n)dk.

(2)

The rotor effective wind speed is defined as (Mirzaei and Mann, 2016):

uRR(x1, t0) =
1

πR2

∫
D

u(x, t0)dydz

=
1

πR2

∫
D

∫
û(k, t0) exp(ik · x)dkdydz

=
1

πR2

∫
û(k, t0) exp(ik1x1)

∫
D

exp(ik2x2 + ik3x3)dydzdk

=

∫
û(k, t0) exp(ik1x1)

2J1(κR)

κR
dk

(3)
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where D denotes the integration over the rotor area defined by rotor radius R.
For simplicity, we consider only one lidar measurement position, then the Fourier
transform (towards x1, non-unitary convention) of the lidar- and turbine- based
rotor effective wind speed are

ûLL(k1, t) =
1

cos β cosϕ

∫ ∞

−∞

∫
n · û(k, t) exp(ik · x− ik1x1)φ̂(k · n)dkdx1

=
1

cos β cosϕ

∫
n · û(k, t) exp(ik2x2 + ik3x3)φ̂(k · n)dk2dk3,

(4)

and

ûRR(k1, t0) =

∫ ∞

−∞

∫
û(k, t0) exp(ik1x1 − ik1x1)

2J1(κR)

κR
dkdx1

=

∫
û(k, t0)

2J1(κR)

κR
dk2dk3.

(5)

Note the integration over k1 is annihilated because the right side has to be a function
of k1. Then, the cross spectrum is simply

SRL(k1) = ûLL(k1, t)û
∗
RR(k1, t0)

=
1

cos β cosϕ

∫
n · û(k, t) exp(ik2x2 + ik3x3)φ̂(k · n)dk2dk3∫

û(k
′
, t0)

2J1(κR)

κR
dk

′

2dk
′

3

=
1

cos β cosϕ

3∑
j=1

∫
njΘj1(k, t− t0) exp(ik2x2 + ik3x3)φ̂(k · n)2J1(κR)

κR
dk2dk3.

(6)

The equation above is identical to Equation (32) (single lidar measurement position
case) in the manuscript. In the manuscript, we also changed from k1∆xi to k1xi

because k1∆xi is not correct when xR ̸= 0.

17. Line 288: ”the ith lidar measurement position” Can you clarify whether the
index ”i” refers to the lidar measurement position (e.g., combination of beam and
range gate) or just the lidar beam? Earlier on line 267, the index ”i” was described
as representing the beam number.
Thanks for the comment. We refer to the lidar measurement position here. We
adjusted the content in line 267 and i also means measurement position. To avoid
misleading, we now uses nL, instead of nb to denote the number of measurement
positions. This makes the formula also applicable to pulsed lidars.

18. Line 302: ”typical four-beam pulse lidar trajectory”: Can you discuss why
this is ”typical”? Are there commercial examples you could reference?
Thanks for the comment. We added the names of the commercial examples.
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19. Table 3: As mentioned in an earlier comment, the azimuth and elevation
angles haven’t been defined. Can you define these or show them in a figure?
Thanks for the suggestion. We added the definitions in Figure 3.

20. Line 330: What are the units of the cutoff frequency 10−3?
Thanks for the comment. We added the unit Hz.

21. Line 330: ”This also indicates that the filter design is not sensitive to the
change in turbulence parameters. . . and a constant filter design is robust.” How
does the filter design depend on the wind speed? Do the cutoff frequencies change?
Thanks for pointing this out, we have removed Table 5 and added Figure 5, which
shows the cutoff frequencies as a function of the mean wind speed. We also added
the discussions around the line 340 as: ”The cutoff frequencies as a function of mean
wind speed are calculated by fitting the GRL and are shown in Figure 5. Firstly,
both turbulence models indicate that the cutoff frequencies depend on the mean
wind speed linearly. Therefore, the cutoff frequency of the filter can be scheduled
based on this linearity”

22. Table 4: Please specify the units of the frequencies
Thanks for the comment. We added the unit in the Caption.

23. Line 340: ”to make each controller module as standard alone as possible,”
This sentence is a little confusing. What do you mean by ”standard alone”?
Thank you for the comment, we actually want to say ”modularzied”. This has been
corrected in the revised version. We know rewrite it as: ”To make each controller
as modularized as possible...”

24. Section 4.2: Do you model the time delay between measurement points due
to the sequential scanning of the lidar in the simulations or assume that each point
is measured at the same time?
Thanks for the comment. We considered the sequential scanning in the simulation
and we added descriptions in Section 4.2.

25. Line 354: ”the blockage effect” usually refers to the reduction in wind speeds
upstream of a wind farm. Is this what you are referring to here? If not, I would
suggest clarifying or using a different term.
Thanks for the comment. We now use ”blade blockage effect” to make it more clear .

26. Line 367: ”we have chosen the option of constant power mode”: Can you
explain this control mode for readers unfamiliar with the term?
Thanks for the comment. We added description as: ”In terms of generator torque
control in the above-rated operation, we have chosen the option of constant power
mode in our simulations, with which the generator torque is set according to the
filtered generator speed to keep the electrical power close to its rated value. The
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generator torque (Mg) is set according to the low-pass-filtered generator speed, the
rated electrical power (Prated), and the generator efficiency (η) byMg = Prated/ηΩgf .”

27. Eq. 36: This equation is hard to understand. Wouldn’t the feedforward
pitch command simply be θss(uRR) (i.e., the steady-state pitch angle as a function
of wind speed)? Otherwise, please discuss why this equation is used and how it is
derived.
Thanks for the comment. In our controller implementation, the feedforward pitch
command is obtained by interpolating the steady-state pitch curve using the lidar
estimated REWS. So it should be θFF = θss(uLLf).

28. Line 385: What is the value of the actuator delay that is used?
Thanks for the comment. We added the description of the used pitch actuator and
the corresponding delay (0.22 second). The delay is determined by the phase delay
of the pitch actuator system model.

29. Eq. 39: This equation is also hard to understand. It seems like it is missing
the actual time delay that you are trying to solve for. Also, should the 1-second
lidar averaging delay be included here too? Further, is there enough lead time to
account for the filter, pitch, and lidar averaging times for all cases analyzed?
Thanks for the comment. We adjusted the formula and added some descriptions
about each time delay. We also added Figure 8 to show the leading time of the lidar
measurement gate and the required leading time for pitch forward control. In the
case that leading time of range gate 1 is insufficient (for high wind speed), then gate
2 to 10 are used to estimated REWS and provide pitch forward command. We also
added analysis in Figure 5 to show that losing one measurement gate does not has
an significant impact on the cutoff frequency.

30. Line 411: What is the mean flow field used for the Kaimal model-based wind
fields? Is it the same as the power law shear mean flow field used for the Mann wind
field?
Thanks for the comment. Yes, same mean profile is used for Kaimal model-based
turbulence fields, we have added a sentence to clarify this.

31. Line 414: ”The lengths in the y and z directions are both 150 m”: It would
be good to discuss why these lengths are smaller than for the Mann wind fields.
Thanks for the comment. We added discussion to explain the reason. It is because
that there is no periodicity problem in the Kaimal-model based turbulence field.
And the field size are enough to simulate the aerodynamic of the NREL 5.0 MW
turbine.

32. Line 416: ”hub height wind speed from 14 m/s to 24 m/s with a step of 2
m/s are considered.” It would be helpful to include simulation results for 12 m/s
because this is above rated for the NREL 5 MW turbine and lidar-assisted pitch
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control would be active. Additionally, Table 4 lists the cutoff frequencies of the lidar
filter for 16 m/s. How do the cutoff frequencies change for the different wind speeds
simulated?
Thanks for the comment, we have added the simulation results for 12 ms−1. A cutoff
frequency as a function of the mean wind speed has also been added. For details,
please see the 13th response to Referee 1.

33. Fig. 7: Since you are using the constant power control mode (where typically
torque is controlled to maintain constant power regardless of generator speed), it
is surprising to see such high power fluctuations. Can you discuss why this is the
case?
Thanks for pointing this out. Please see comment 16 of first reviewer.

34. Line 454: ”The spectra are averaged by different samples corresponding to
the simulated results by different random seed numbers.” This sentence is hard to
understand.
Thanks for the comment, we have adjusted the sentence as: ”The spectra are aver-
aged over different samples. Each sample is obtained from the aeroelastic simulation
result produced by a turbulence field, which is generated by a specific random seed
number.”

35. Line 461: ”In the unstable case, the RWES spectrum does not reduce a
lot compared to a single point u spectrum. . . ” To illustrate this point, it would be
helpful to include the single point spectra in Fig. 8.
Thanks for the comment, we added the u component in the plot (now Figure 10).

36. Line 474: ”. . . which can be summarized as higher spectra in the rotor mo-
tion by the Kaimal model than the Mann model.” It would be easier to see this if
you used the same y axis limits in Figs. 9 and 10.
Thanks for the suggestion, we have adjusted the scales.

37. Line 481: ”The reduction in the blade root out-of-plane motion is not very
observable from the plots. . . ” But significant reduction between 0.02 and 0.2 Hz can
also be observed.
Thanks for the comment. We have changed the description to ”:There are slightly
reductions in the blade root out-of-plane moment in the frequency range from 0.02
Hz to 0.1 Hz contributed by LAC. It can also be seen that the spectrum is mainly
composited by the excitation at the 1P frequency.” We describe the reduction as
slightly, not as significant because the y scale is set to be logarithmic. In Figure 13
and 14, it can be seen that the reduction is below 5 percent.

38. Section 5.2.3: It would be nice to add some more discussion to this section,
for example, providing some reasons why the load reduction from lidar-assisted con-
trol might be different for the different stability classes.
Thanks for the comment. We have added discussion at the end of this section as:
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”For different stability conditions but the same mean wind speed, it can be seen that
the LAC benefits for the load reduction are overall highest in unstable, medium in
neutral, and lowest in stable. The reason could be the difference in turbulence length
scales. The turbulence length scale is lower under stable condition which means the
peak of turbulence spectrum appear at a higher wavenumber/frequency (based on
the conversion f = k1Uref/2π). The turbine structural loads are mainly excited by
frequency above 0.1 Hz, e.g. the tower natural frequency, the shaft natural frequency
(above 1 Hz), the 1P frequency and the 3P frequency. If the spectrum has a higher
peak frequency, the loads will be more dominated by the higher frequency parts due
to the higher excitation of the natural modes. Then the LAC benefits become less
significant because it mainly reduces the loads below 0.1 Hz (for the lidar and tur-
bine we used). When considering different mean wind speeds, the discussions above
indicates that a higher mean wind speed shifts the spectral peak-frequency to be a
higher value, thus the LAC benefits becomes less. For the stable condition, the spec-
tral peak frequency is naturally high due to the smaller turbulence length scale, thus
it is more sensitive to the changes in the mean wind speed. For unstable and neutral
cases, the spectrum peak frequency is naturally lower than that in the stable condi-
tion, thus the LAC benefits does not decrease as fast as that in the stable condition.”

39. Line 491: Can you provide a reference for ”rain flow counting”?
Thanks for the comment. We have added the reference.

40. Line 495: ”For rotor speed, pitch rate. . . the standard deviation. . . is cal-
culated”. What is the significance of the std. dev. of pitch rate? Is this a common
metric for pitch actuator damage? Why would this be used instead of the std. dev.
of pitch angle, or the average pitch rate, etc.?
Thanks for the comment. We use the standard deviation of pitch rate (speed) to
assess the impact of different control methods on the pitch actuator (also used by
Chen and Stol (2014) and Jones et al. (2018)) because pitch speed causes damping
torque in the pitch gear and is related to the friction torque of the pitch bearing (see
e.g., Shan (2017) and Stammler et al. (2018)). A more fluctuating pitch speed will
causes higher fatigue cycles for the gear and the bearing. We added the explanations
at the beginning of Section 5.2.3.

41. Line 522: ”As for the electric power STD. . . ”: Again, why is there any
significant power fluctuation, since the constant power control model is used?
Thanks for the comment. Please see the response to 33.

42. Line 524: Why is there a significant reduction in mean power at 14 m/s?
Thanks for your comment. Because of turbulent wind, there are duration’s when
wind speed goes below the rated 11.4m/s. The power production there cannot reach
5MW and it has an impact on the mean power. The single point turbulence and
also the REWS by Mann model and Kaimal model follows Gaussian distribution.
A lower mean wind speed has a higher probability to drop below rated. This is the

18



reason that the mean power does not reduce when the mean wind speed is above
16m/s. We now analyzed the reason for power drop at 14m/s in line 583.

43. Line 546: ”the electricity productions are similar either using LAC or not. . . ”
Again, there is a significant drop in power at 14 m/s with LAC. What causes this?
Thanks for your comment. The reason of the lower mean power at 14m/s has been
explained in 42. We now analyzed the reason for power drop at 14m/s in line 582.
However, we did not get the reviews opinion that the EP is reduced with LAC. In
the plot, the right side y axis is the relative reduction compared to FB-only control.
If it is negative value, it means the FFFB gives higher value compared to FB-only
control. So the EP is actually increased (very slightly) with LAC. However, since
the increment is marginal, our conclusion is that LAC has marginal impact on the
EP.

Minor comments

1. In many places throughout the manuscript, there are citations without paren-
theses, for example line 44: ”Mann (1994).” If the reference is actively used as part
of the sentence, it is ok to leave the parentheses out, such as lines 46-48. Otherwise,
I suggest using parentheses, for example, as is done in line 25.
Thanks for the careful suggestion. We have went through the paper and corrected
relative citations.

2. Eq. 15: Should the second ”1” in F11 be a written as a subscript as well?
Thanks for the careful review. It should be F11(k1) and it has been corrected.

3. Eq. 23: Can dk2dk3 be replaced by the symbol used in Eq. 8? Thanks for
the careful review. The symbol ”dk⊥” is used now.

4. Line 315: ”If a filter with the gain. . . ” This sentence is hard to understand
and appears to be incomplete. Thanks for pointing this out, this sentence is now
rewritten as: ”If a filter is designed to have a gain of GRL(f ), it turns out to be an
optimal Wiener filter (Simley and Pao (2013), Wiener et al. (1964)), which results
in minimal output variance for a multi-inputs multi-outputs system.”

5. Line 321: ”natural” → ”neutral. Thanks for the careful review. It has been
corrected.

6. Line 436: ”Karmann” → ”Kalman”. Thanks for the careful review. It has
been corrected.

7. Line 512: ”14 m/s” → ”16 m/s”? 8. Line 541: ”16 m/s” → ”18 m/s”?
Thanks for the careful review. It has been corrected.

9. Line 627: The paper ”Dong et al. 2021” has been published as a full paper,
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so the reference should be updated. Thanks for the careful review. It has been
updated.
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