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We are grateful to the reviewers for dedicating their time to reading the document
and providing their insightful remarks. It helped us take a step back and enhance
the paper. In the revised paper, the red and green text correspond to the
differences between the original (first) and the revised (last) version of the paper.
In this document, the colored text in blue and in italic refers to comments of
the reviewers. We address each comment individually below.

Reviewer 1 - The prediction based controller is according to the authors a too
difficult optimization problem and simplifications are proposed (top page 12).
What is the effect of these simplifications on the original problem statement? Is
it possible to quantify these? It feels now like, the original problem is simplified
and we will solve the simplified problem. However, we have no idea how far the
simplified problem is from the original problem.

Reviewer 2 - The most critical suggestion is to motivate and/or justify the simpli-
fications proposed in section 3.2.2. Is it reasonable to ignore locally varying wind
speeds and can you quantify the impact? Does assuming a naive controller for
the forward-in-time yaw angles have an impact on the current time optimization
result (if not, explain)? What is the impact of a cosine vs linear yaw loss model?

We do agree that the simplifications of the original sequential decision problem
made in Section 3.2.2 lack some justifications and quantifications. Because
of these simplifications, the solutions are suboptimal. We especially thank
the reviewers for their comments regarding this part. As it is one of the key
contribution of the paper, we do agree that these justifications need to be
addressed in more details.

Unfortunately, these simplifications come from the fact that finding good results
for the original decision problem is extremely difficult. We tried different opti-
mization approaches (a massively parallelized genetic algorithm and a double
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Gauss-Seidel method) to solve the original decision problem, but without suc-
cess. We believe that solving such optimization problem is out of reach of our
computers.

To quantify the simplifications we propose in Section 3.2.2, we would need to
have already obtained good results for the original problem, which we do not
have. It is therefore complex to strictly quantify the simplifications, since they
are necessary to find a solution in an acceptable computational time. Our
proposed simplifications are motivated by some intuitions and by the numerical
experiments, that empirically demonstrate their effectiveness. In the paper we
identify such study in future work (added to the conclusion) and we give more
details regarding the motivations behind each simplification.

Local wind speeds By replacing local wind speeds by the global wind speed,
we lose specific spatial information but we keep an overall idea of the potential
energy the farm can produce in the future, based on the prediction. And we
assume that it is enough to guide future optimization towards good solutions.

Future yaw angles By replacing the wake steering optimization performed in
the future by a naive wind tracking solution, we can keep an overall idea of the
future orientations of each turbine. A wind tracking solution can be computed
easily and will give good enough solutions in average. Because we know that
good solutions will be close to the wind.

Cosinus The heuristic is Ht(st, ut) =
∑L

k=1 γ
k−1 · Φ(V ′

t+k) · h(α̂i
t+k+1

′), with
α̂i
t+k+1

′ the future expected yaw angle in degrees (between -180 and 180 degrees).
The function h returns a penalization term for the yaw: it is 1 if the yaws are
equal to 0 degrees (perfect alignment) and it is 0 if the yaws are equal to -180 or
180 degrees (most extreme misalignment).

• By keeping the original decision problem (no simplification), we would

have h(α̂i
t+k+1

′) = 1
N ·

∑N−1
i=0 cosp(

|α̂i
t+k+1

′|
2 · π

180 ).
• In the paper, we decide to change the function such that h(α̂i

t+k+1
′) =(

1− 1
N · 1

180 ·
∑N−1

i=0 |α̂i
t+k+1

′|
)
.

We run some experiments with both versions. The linear penalization (ours) gives
slightly better results (2 % more power in average) than the cosine penalization
(original). Our intuition is that the linear approximation gives equal penalization
for every yaw values (see plot for one turbine below).
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Figure 1: Penalization functions for one turbine, with p = 1.88.

Indicator function The indicator function is removed so that even with
important yaws, we have some idea of how far away from the wind each machine
is.

Discount factor And a discount factor is added to give move importance to
immediate time steps. It is common practice for model predictive control based
optimization.

1 Anonymous Referee #1

This paper describes the application of different controllers that maximize the
power output of a wind farm by optimizing the turbines yaw angles under time-
varying wind directions. Different control strategies are tested and the results
are compared. I have the following remarks/comments:

- The authors realize that a wind farm is a dynamical system (mainly due
to wake delays). However, the authors try to push a steady-state model in
a dynamical control framework. Isaac Newton went through great lengths to
introduce differential equations, why not use these in this application? Why not
model the windfarm using differential equations? In fact, in algorithm 1, at
each time step, the state st is evaluated and new control signals are computed
accordingly. However, the wind farm will never reach the computed state st since
this is a steady-state of the farm and control signals are set at each time step
and the wind velocity is changed at each time step. So what is actually optimized
here?

We especially thank the reviewer for this comment as it was not clearly explained
in the first version of the paper (we added more details in the revised version).
There is a distinction between the simulation (steady-state) and the overall
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system dynamics (not steady-state). The overall system dynamics is not steady-
state because of the rotational constraints of the machines and the evolution of
the wind. But at each iteration, to compute the power output of the farm, a
steady-state simulation is performed.

In wind farm optimization, the use of steady-state models (known as low fi-
delity simulation) like FLORIS is favored over differential equations due to the
complexity and computational load associated with solving dynamic equations
for every turbine in the farm. Differential equations would require accounting
for fluid dynamics, turbulence, and wake interactions in real-time, making it
impractical for optimization purposes (but these models exist and are used for
other purposes, it is high fidelity simulation). Steady-state models like FLORIS
simplify these dynamics by approximating the wind flow within the farm under
steady conditions, allowing for efficient optimization algorithms to be applied
for control strategies.

- In the abstract, at the end, the authors write "it does not increase complexity".
This seems to be a relative notion. What does complexity mean here and does it
become more complex for everyone?

We do agree that this a relative notion. By "complexity", we mean computational
time, which is also relative to the computational power of each person. But
overall, as there are more turbines, the computational complexity explodes for
every machines. The heuristic we propose in the paper is quasi-instantaneous, for
any number of turbines, making the overall reformulated optimization problem,
simpler to solve. The "complexity" also refers to the number of decision variables,
that the proposed heuristic also manages to reduce.

- It seems that the wind speed in front of turbine i is defined as vit which is later
defined as Kt. I would recommend to take out unnecessary variables to make the
document easier to follow.

The global wind direction is Kt and the global wind speed is Vt. The wind speed if
front of a turbine is defined as νit . But the wind direction in front of a turbine (κi

t

for example) is never defined. Because the wind direction in front of the turbines
is always equal to the global wind direction, i.e., κi

t = Kt∀i ∈ {0, 1, . . . , N − 1}.
It is clarified in the revised version.

- In Figure 2, is it possible to also indicate ui
t?

Absolutely, we added it to the figure.

- In (4), what does the one at the end of the equation mean?

The indicator function, denoted as 1A(x), is a mathematical function that takes
the value 1 if its argument belongs to a specified set A, and 0 otherwise. Formally,
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it is defined as 1A(x) =

{
1 if x ∈ A

0 if x /∈ A
. It serves as a simple way to represent

whether a certain condition or event occurs. In the paper, we use this notation
to check if the yaw of the machine belongs to the safety bounds.

- In (5), the notation is not clear. There is no function defined, but only ...
Please detail this.

We added more details regarding the state. It contains the cur-
rent wind (Kt, Vt) and the future predicted wind on L time steps:
(Kt+1, Vt+1), (Kt+2, Vt+2), . . . , (Kt+L−1, Vt+L−1), (Kt+L, Vt+L).

- The term MPC is used in the paper. However, the controller is clearly not an
MPC. I would suggest taking out the term to avoid confusion.

We thank the reviewer for this comment, the first version was unclear regarding
this subject. We clarified this by saying: "the corresponding original sequential
decision problem over a future time window can be stated under a form usually
exploited by the MPC community". And by replacing the occurrences of "MPC"
by "original decision problem" or "prediction-based, sequential decision problem".

- What is the relation between f_control, f_yaw and π(st). Is it possible to
simplify notation? It seems overcomplicated, but maybe it is really necessary like
this?

We put a lot of effort into the notation so that it is clear and precise enough.
The relation between the different functions are described in Algorithm 1. We
tried to simplify a little more the paper regarding the notation, but a certain
level of complexity is necessary.

- In (12), what does clip() mean?

The "clip()" function is a mathematical operation commonly used in program-
ming libraries. It takes three arguments: a value x, a lower bound a, and an
upper bound b, and returns a new value that is clipped to fall within the range
[a, b]. Mathematically, it can be expressed as clip(x, a, b) = min(max(x, a), b).
The "clip()" function ensures that the value x remains within the specified range,
preventing it from exceeding either the lower or upper bound.

- Around 235 the authors write "At each iteration, it solves the optimization
problem for the current turbine, considering the yaw angles of all others fixed.
To do so, it uses a grid-search method..." What is now done in the end? A grid
search or is an optimization problem solved?

We do agree that this part was not clear. We improved the paper to better
explain the overall process.

5



- The prediction based controller is according to the authors a too difficult opti-
mization problem and simplifications are proposed (top page 12). What is the
effect of these simplifications on the original problem statement? Is it possible to
quantify these? It feels now like, the original problem is simplified and we will
solve the simplified problem. However, we have no idea how far the simplified
problem is from the original problem.

Unfortunately, we cannot quantify these simplifications, because we were not
able to get good solutions for the original decision problem. We addressed this
answer in the first page of the document.

- In Figure 4, please indicate better the meaning of all symbols/lines and the
wind direction.

The Figure 4 was indeed not very clear. We completely change it to improve
readability and to better illustrate our proposed heuristic.

- In line 337 I read that some option are enabled. What does this mean?

It corresponds to specific wake modelling options related to the FLORIS software,
that provide additional features to the low fidelity simulation. We specified them
in the revised paper for reproducibility purpose.

- Overall, please provide tables with settings that are used throughout the sim-
ulations. These are now everywhere placed in the text which makes it for me
impossible to follow.

Absolutely, we added tables with all the parameters used across the simulations.

- In line 350, L=11 is defined. What does this mean in the context of steady-state
models?

The variable L corresponds to length of the future time window a controller has
access to. We added the following sentence in the paper: "for example, if ∆t
corresponds to 5 minutes, then the horizon L = 10 means that the prediction-
based controller has access to a prediction of the wind of 50 minutes."

- In figure 9, how is the upper bound computed? how are the shaded areas
computed?

The upper bound is computed with the rotational constraints relaxed. At each
time step, the solution should be quasi-optimal. The shaded ares correspond to
the standard deviation of the numerical experiments results. We added more
explanations regarding this in the revised paper.

- In line 411, the authors write "capture the dynamics of the system". I don’t
think that this is correct since a steady-state model is used.
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The overall system dynamics is not steady state. Time steps are interconnected
by the evolution of the wind and the rotational constraints of the wind turbines.
So it captures the dynamics of: the global wind evolution between time steps
and the yaw rotational constraints between time steps.

Only the simulation function f i
simulation is steady-state: at each time step, the

computation of the wake effects and the evolution of the wind across the machines
is based only on the current wind data only. We detailed this in the revised
version.

- Figure 3 seems to be not necessary? This is a well known figure, but what does
it contribute to the story?

Absolutely, it is not necessary as it only makes things heavier. We removed it in
the revised version.

The major question that I have is regarding the use of a steady-state model in a
dynamical control framework. It raises many questions and the meaning of the
results is not clear to me. In other words, how can anybody judge the scientific
relevance of the work? I would also suggest the authors to also rewrite the paper
so that it becomes more readable/understandable. Define all variables clearly,
figures.

Steady-state models are necessary for optimization. Higher fidelity models,
taking into account the dynamics of the wind and the variations of the wake
effects between time steps, exist. But these models are too computationally
expensive to be used for optimization.

Then, we use a low-fidelity simulator, computing the wake effects in a steady-
state manner. This low-fidelity simulator is then incorporated to our full system
dynamics, which is not steady-state. Only the simulation, i.e., the function to
compute the power output is steady-state. The dynamics of the wind and the
yaw angles of each turbine are not steady-state.

We believe that with such framework, our work is scientific relevant and that our
work demonstrates an interesting reformulation of a well-known optimization
process. However, the amount of uncertainty regarding our results is important
because of the use of a steady-state simulation to compute the power outputs.
Empirical simulations give an order of magnitude of the added value of our
reformulation but need to be performed on higher fidelity models to better asses
the added performance.

I hope that the above remarks can help and I am looking forward to a revised
version.
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2 Anonymous Referee #2

General Comments. Overall, the paper is nicely formulated and presented. The
problem statement is well defined, and the proposed solution is motivated, de-
scribed, and validated well. I appreciate the pace of developing the wind farm flow
control domain, the problem at hand (costly MPC-based optimization) and the
proposed improvement (heuristic-based optimization). In general, I am convinced
by the scientific method used, and I am interested to continue to understand the
proposed control algorithm.

The paper would generally benefit from an effort to improve the flow and readabil-
ity. Some statements are made without reference to their background or context.
Also, there is possibly an excess of mathematical notation in the narrative content.

We tried to simplify a little more the paper regarding the notation, but a certain
level of complexity is necessary. We simplified some terms, we improved the
figures, we gave more explanations regarding the steady-state characteristic of
the simulation, and we gave more details regarding the results.

The most critical suggestion is to motivate and/or justify the simplifications
proposed in section 3.2.2. Is it reasonable to ignore locally varying wind speeds
and can you quantify the impact? Does assuming a naive controller for the
forward-in-time yaw angles have an impact on the current time optimization
result (if not, explain)? What is the impact of a cosine vs linear yaw loss model?

We do agree that we should better motivate the justifications we propose in
Section 3.2.2. We added more details regarding our motivations in the revised
paper. Unfortunately, we cannot quantify these simplifications, because we were
not able to get good solutions for the original decision problem. We addressed
this answer in the first page of the document.

With that clarification and a few notes below, I think this paper will be a strong
study of an improved controls optimization algorithm.

Specific comments. See above for the questions on the motivation and justification
for the simplifications to the MPC-based method.

Section 3.2.2 presenting a common MPC method - is the formulation a common
or typical formulation? Suggest to reference.

We thank the reviewer for this comment, the first version was unclear regarding
this subject. We clarified this by saying: "the corresponding original sequential
decision problem over a future time window can be stated under a form usually
exploited by the MPC community". And by replacing the occurrences of "MPC"
by "original decision problem" or "prediction-based, sequential decision problem".
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Figure 4 is difficult to understand. What are the symbols and how do I know
which (a or b) is better?

The Figure 4 was indeed not very clear. We completely change it to improve
readability and to better illustrate our proposed heuristic.

Line 392: These are important statements, but they seem to come suddenly and
the values aren’t traceable. It would help to derive these results or relate to Figure
9. Also, consider mentioning section 4.1 or making the "tau x delta-k" statement
into an equation that you can reference back to here.

Absolutely, we improved the readability of the results accordingly.

Technical corrections. Apologies if it is intentional, but it’s unclear if you intended
"sensibility analysis" or "sensitivity analysis".

We thank the reviewer for this remark. We had some doubts about the right
term to use. But indeed, the right term is "sensitivity analysis". We updated
the paper accordingly.

Line 42: Suggest to replace "wind direction" with "wind direction variation" to
note that it’s the change in wind direction that you’re studying.

Absolutely.

Line 43: Suggest to motivate the use of steady-state models. You did this in the
conclusions, but it would be helpful in the intro.

Absolutely, we added more information regarding that subject in the introduction.
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