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Abstract. Wind turbine wakes can be treated as a complex system of helical vortices. When this system destabilizes, the wake

recovers its velocity deficit through mixing and entertainment of energy from the surrounding flow. How fast and effectively that

happens depends on the inflow characteristics and can also be influenced by how the turbines are operated. Dynamic induction

control techniques such as the helix affect the onset of instability and the transition from near to far wake, but the exact

mechanisms are still unclear. Its potential in a wind farm context has been proved both numerically and experimentally, but a5

helix wake model does not exist yet. The goal of this study is to derive a data-driven model of the helix wake and characterize

it. Dynamic mode decomposition of data generated with large eddy simulations is performed. We simulate the DTU 10 MW

model turbine under a range of helix excitation frequencies and different inflows. We show that the helix modes are dominantly

present both in laminar and turbulent flow. However, as turbulence intensity increases, they exhibit larger spatial decay and

temporal amplitude. Additionally, we identify inflow modes related to the turbulence length scales of the inflow. We show10

that a very limited number of modes allows us to reconstruct the initial flow field accurately and that the optimum excitation

frequency for the control technique depends on the turbulence intensity and on the position of the downstream turbines.

1 Introduction

In the last few decades, the transition to renewable sources of energy has emerged as critical to the survival of our species

on this planet. Climate change is currently the biggest threat to our societies and has already caused irreparable damage to15

the biosphere. Wind is a clean and abundant resource, and the technology to harness it is mature and competitive. The wind

energy industry is the fastest-growing one in the renewables landscape, with big, ambitious projects being developed all over

the globe (IEA, 2023). Although wind is abundant, favorable locations for wind turbines are not. A proper location should

not only have strong, uniform wind but also be far enough from inhabited centers and respond to logistic necessities related to

transport, installation, maintenance, and connection to the grid. In this context, the strategic arrangement and clustering of wind20

turbines into farms play a pivotal role in maximizing efficiency (Akhmatov and Knudsen, 2002). When a farm perspective is

adopted, wake aerodynamics becomes extremely relevant to the turbine’s operation and control. The wake of a wind turbine is

an area of flow characterized by lower velocity and higher turbulence intensity that extends for several diameters downstream

of the turbine itself. When wind turbines are placed in clusters, the downstream turbines will easily operate in the wake of the
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upstream ones, with lower energy available for extraction and increased fatigue loads. This ultimately impacts the turbines’25

power production and their life span (Lee et al., 2012).

Wind farm control (WFC) is the branch of wind energy that studies how a certain behavior of the wind farm can be achieved

from a global perspective. This means that certain turbines will perform sub-optimally but that the gain for the whole farm

exceeds the individual loss. The objectives of WFC are load mitigation and power maximization. Most research focuses on

the latter (Meyers et al., 2022). The two concepts currently dominating the field are based on wake redirection (WR, Fleming30

et al., 2015) and dynamic induction (Munters and Meyers, 2018). The first mainly relies on misaligning the rotor with the

incoming wind direction by static yaw control. It made a first appearance in Clayton and Filby (1982), was then extensively

tested numerically (Jiménez et al., 2010; Gebraad et al., 2016), on model turbines (Campagnolo et al., 2020) and on the field

(Doekemeijer et al., 2021) and is now officially on the market (Siemens Gamesa, 2019). Dynamic induction control (DIC) is

more recent and is at a different development stage. The main difference with WR (at least in its most common variant) is35

that dynamic control techniques have the ambition of not only adapting the turbine set-points to changes in wind direction

and/or speed but rather actively affecting wake mixing and turbulence. The DIC techniques dominating the field are the pulse

(Munters and Meyers, 2018) and the helix (Frederik et al., 2020). In both cases, induction control is achieved by means of

pitch actuation: collective for the pulse and individual for the helix. Recently, a lot of effort has gone into explaining how

DIC affects the onset of instability and the transition from near to far wake. Croce et al. (2023) suggested that the quicker40

wake re-energization through DIC techniques should be attributed to the anticipation of vortex roll-up, which occurs when the

boundary layer rolls around higher vorticity cores. In Hodgkin et al. (2023), the authors concluded that, in a fully turbulent

atmospheric boundary layer (ABL) inflow, this might not be the case as the breakdown of tip vortices comes from a complex

interaction across a range of excitation frequencies. Korb et al. (2023) performed a thorough characterization and observed

that the pairing and leapfrogging of vortices are not visible when a varying blade pitch is applied since the thickening and45

shrinking of the tip vortices rather lead to their merging. They also questioned the attribution of the power gains obtainable

with the helix to the sole early wake mixing and separated the contribution of meandering, deflection, and deformation. In

the aforementioned studies, wake instabilities were predicted through linear stability analysis: the Navier-Stokes equations

were linearized around the base flow, and small perturbations were introduced to analyze their spatial and temporal evolution.

An alternative approach consists of taking time-resolved data from experiments or numerical simulations and applying modal50

decomposition techniques. Some of these techniques were first developed for applications to fluid dynamics (Schmid, 2010)

and have been recently applied to wind turbines’ and propellers’ wakes (Sarmast et al., 2014). Sarmast et al. (2014) focused

on the mutual inductance instability of the wake, using both proper orthogonal decomposition (POD) and dynamic mode

decomposition (DMD) and deriving a model for determining the stable wake length. Magionesi et al. (2018) applied POD and

DMD to the wake past a marine propeller and found modes related to the coupling of tip vortices, hub-tip vortex interaction,55

and wake meandering. Despite their popularity, data-driven approaches such as POD and DMD have not yet been widely

applied to dynamically manipulated wakes. Understanding the mechanisms that make dynamic induction control effective in

anticipating wake breakdown would benefit enormously from both the identification of dominant coherent structures and the

availability of reduced order models (ROMs). Muscari et al. (2022, 2023) is the first example of a data-driven approach to
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the modeling of helicoidal wakes: large eddy simulations (LES) data of standard, pulsatile, and helicoidal wakes was fed to a60

physics-informed DMD (pi-DMD) algorithm to obtain the dominant dynamic modes in these configurations. Since the inflow

was uniform, the resulting dominant modes were very clearly related to the DIC strategy adopted. In particular, the dominant

modes were associated to the same Strouhal number of the helix excitation signal and its harmonics. The Strouhal number,

St= fD/u∞, where f is the dominant frequency, D is a length scale (the turbine rotor diameter in our case), and u∞ is

the freestream velocity, is a dimensionless quantity often used to represent periodic flow mechanisms. We know that higher65

turbulence intensity of the inflow leads to faster wake recovery. In fact, inflow turbulence intensity influences the length of the

near-wake and the persistence of tip vortices. With more realistic inflows, we expect the role of DIC to be smaller in the wake

recovery compared to the inflow turbulence. However, how the DMD modes will change and whether they are still relevant

in the wake dynamics remains an open question. The first contribution of this work is to derive a simple model for helicoidal

wakes under turbulent inflow and use it to give an answer to this question.70

While DMD is guaranteed to give us valuable information on the physics of the helix, some fundamental questions on wake

dynamics remain open. One example is the nature of wake meandering, a low-frequency, large-scale lateral motion of the wake.

Recent studies have shown that inflow turbulence and periodic perturbations (such as those introduced with DIC) interact in

a complex way. Mao and Sørensen (2018) performed a non-linear optimal perturbation analysis of the wake downstream of

an actuator disk. They found that the optimal perturbation had the shape of an azimuthal wave in the stream-wise direction75

with a frequency corresponding to a St= 0.25. The value found in Mao and Sørensen (2018) is in the range of frequencies

considered optimal for DIC (Munters and Meyers, 2018). Forcing at this frequency led to substantial amplification of the

inflow perturbation in the wake flow. Some of these studies reinforce the view of meandering as an intrinsic property of the

wake flow triggered by the selective amplification of upstream disturbance. The presented view of the phenomenon contradicts

the assumption at the basis of the Dynamic wake meandering (DWM) model (Larsen et al., 2008), which assumes that the80

wake acts as a passive tracer advected downstream by the mean wind. Lin and Porté-Agel (2024) simulated an array of eight

NREL 5MW (Jonkman et al., 2009) wind turbines where the first turbine was undergoing sinusoidal yaw control. The inflow

had a 8% stream-wise turbulence intensity. The main finding was that the optimal power gain was obtained when the dynamic

yawing triggered meandering resonance. Interestingly, similar results are shown in Li et al. (2022) for a floating offshore wind

turbine (FOWT), where side-by-side motions triggered the meandering resonance. Hodgson et al. (2023) studied the inflow85

turbulent time scales’ effect on wake recovery, isolating their influence from the other properties such as turbulence kinetic

energy, buoyancy, and shear. They found that a certain range of inflow Strouhal numbers (0.33-0.66) consistently results in

the greatest amplification of stream-wise velocity fluctuations, regardless of whether this was the dominant component of the

inflow. In light of these results, the second contribution of this work is to explore if and how the helix interacts with inflow

perturbations.90

In this paper, we present a data-driven analysis of helicoidal wakes under uniform and turbulent inflow conditions and

provide insight into the contribution of DIC to the wake dynamics. The data is gathered through LES and a wake model is

derived with DMD. We verify that DMD modes related to pitch excitation remain dominant when turbulence is introduced and

show that a ROM of a helicoidal wake could be built out of as few as two modes. We demonstrate that the optimal excitation
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frequency is a function of the inflow and the position downstream, contrary to what was initially thought for DIC (Munters and95

Meyers, 2018). The paper structure is the following: Section 2 briefly presents the theory behind the helix and DMD, Section 3

details the flow and wind turbine models adopted and describes the setup. In Section 4, we show the obtained dynamic modes

and elaborate on how turbulence affects the wake physics and the efficacy of DIC. Finally, we summarize our main conclusions

and elaborate on possible further steps in Section 5.

2 Methodology100

This section describes the helix, gives a general theoretical overview of modal decomposition techniques, and presents the

DMD algorithm used for this work.

2.1 The helix

The helix (Frederik et al., 2020) uses individual pitch control (IPC) to dynamically manipulate the wind turbine wake with

lower power production and wake velocity fluctuations compared to other DIC strategies. The pitch angles of the blades vary105

with sinusoidal signals that have the same (low) frequency and amplitude with a phase offset. This results in yaw and tilt

moments on the rotor that force wake meandering. The resulting velocity field is helicoidal, hence the name of the strategy.

If the phase offset between tilt and yaw angles is equal to π/2, the helix rotates in a counterclock-wise (CCW) direction; if it

is equal to 3/2π, the helix rotates in a clock-wise (CW) direction. In practice, the desired pitch signals in a rotating reference

frame θb (one for each blade b), can be obtained with an inverse multi-blade coordinate (MBC) transformation T−1, as follows:110




θ1(t)

θ2(t)

θ3(t)


 = T−1(Ψ)




θ0(t)

θtilt(t)

θyaw(t)


 , (1)

with

T−1(ψ) =




1 cos(ψ1) sin(ψ1)

1 cos(ψ2) sin(ψ2)

1 cos(ψ3) sin(ψ3)


 , (2)

where the angle ψb is the azimuth angle for blade b, and θ0 is the fixed-frame collective pitch. Finally:

θb(t) =
[
1 cos(ψb) sin(ψb)

]



θ0(t)

θtilt(t)

θyaw(t)


 = sin[(ωr +ωe)t+ψ0,b], (3)115

where ωr is the rotational velocity and ωe is the one relative to the pitch excitation. For this study, these equations were

embedded in the SOWFA supercontroller (Fleming et al., 2013).
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Figure 1. Schematic representation of how the multi-blade coordinate transformation is used to obtain a directional thrust force.

2.2 Modal decomposition

Wind turbine wakes can be described as high-dimensional, nonlinear dynamical systems characterized by multi-scale phe-

nomena in both space and time. However complex, they often exhibit low-dimensional behavior. This makes modal analysis120

techniques a very attractive option to address the complex dynamics of wakes. These techniques are data-driven, and the

philosophy behind them, in general, is to reduce the order of the problem by projecting high-dimensional data onto a lower-

dimensional space. This allows the extraction of coherent spatio-temporal structures that represent the system with a number

of modes that is orders of magnitude smaller than its state dimension.

Among the various techniques, one that first emerged in the field of fluid mechanics is proper orthogonal decomposition125

(POD). POD determines spatial modes, which are ordered according to their energy content. It was first applied to fluid

dynamics by Lumley J.L. (1967). Starting from the data, we can build a matrix of snapshots, each representing the system’s

state of interest at a given time. We normally assume that the snapshots are spaced equally in the evolution direction and that

the total spatial dimension is higher than the number of snapshots (the matrix is tall and skinny). We can take the snapshot

matrix and break it down into three matrices. The first contains the modes and gives us spatial information; the second gives130

us the mode amplitude; the third contains time information and allows us to reconstruct the dynamics. If we enforce the first

matrix’s orthogonality and the second’s diagonality, the transformation applied is a singular value decomposition (SVD), and

the modes obtained are the POD modes. Disadvantages of POD are that:

– it is sensitive to outliers;

– spacial orthogonality is not always physically significant;135

– ordering by energy is not always appropriate;

– temporal dynamics is multi-frequential.

In Rowley et al. (2009), dynamic mode decomposition (DMD) was introduced. It is also a data-driven approach; however,

unlike POD, it produces modes based on their dynamics rather than the energy content and is characterized by a single fre-

quency. The signal is split into a triplet of purely spatial modes, scalar amplitudes, and purely temporal signals. This makes it140
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more suitable for the identification of dominant frequencies. Its applications to fluid dynamics in general and wind energy, in

particular, include diagnostic and future state prediction. Various DMD algorithms have been developed and used for pattern

detection (Schmid, 2022), reduced order models (ROMs) extraction (Alla and Kutz, 2017), and control (Cassamo and van

Wingerden, 2021).

2.2.1 Exact DMD algorithm145

Dynamic mode decomposition (DMD) is a powerful tool for tackling complex dynamical systems, particularly in domains like

fluid dynamics. However, the standard algorithm has certain significant drawbacks, like susceptibility to noise and a tendency

to over-fit. For this reason, many variants of the algorithm have been proposed in the literature (Schmid, 2022). The variant we

used in this paper is exact DMD (Tu, 2013), which solves the issues of the standard algorithm without adding complications.

The DMD algorithm takes as input a number m of snapshots of the flow field. These snapshots can be obtained both150

experimentally and numerically, and they represent the state of the considered system at a certain time step. As a first step, the

snapshots should be shaped into very tall columns. In our case, they will be organized as follows:

xk =
[
u(tk)T v(tk)T w(tk)T

]T

∈ Rn×1, (4)

where u(tk), v(tk), w(tk) represent the vectorized velocity fields in the 3 dimensions at time instant tk.

The series of snapshots is assembled into two matrices X and X ′:155

X =
[
x1 x2 x3 . . . xm−1

]
∈ Rn×m−1, X ′ =

[
x2 x3 x4 . . . xm

]
∈ Rn×m−1, (5)

with n ∈ Z+ being the state dimension and m ∈ Z+ being the number of snapshots.

DMD aims to find the best linear operator A that advances X into X ′.

X ′ ≈AX (xk+1 =Axk) . (6)

The DMD problem can then be formulated as:160

argmin
rank(A)=r

∥X ′−AX∥F , (7)

where || ∗ ||F is the Frobenius norm.

When the state dimension n is very large, it is unfeasible to deal with the fullA ∈ Rn×n matrix directly. The DMD algorithm

substitutes it with a POD-projected matrix Ã ∈ Rr×r with r the reduced state dimension. This matrix is obtained using the

Singular Value Decomposition (SVD) of X165

X ≈ UΣV ∗, (8)

where ∗ denotes the complex conjugate transpose, U ∈ Cn×r, Σ ∈ Cr×r and V ∈ Cm×r. The left singular vectors U are POD

modes. The columns of U are orthogonal, so U∗U = I; similarly V ∗V = I . The matrix Ã can thus be written as

Ã= U∗AU = U∗X ′V Σ−1. (9)
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The following step is the eigen-decomposition of Ã:170

ÃW =WΛ, (10)

where the columns ofW ∈ Cr×r are eigen-vectors and Λ ∈ Cr×r is a diagonal matrix containing the corresponding eigenvalues

λk ∈ C. As anticipated, we now have the spatial modes (eigenvectors) and their growth/decay rates and oscillation frequencies

(from the eigenvalues).

3 Numerical environment175

This section presents the numerical models adopted and the simulation setups.

3.1 Inflow model

The atmospheric boundary layer (ABL) is simulated with SOWFA (Churchfield et al., 2012a). SOWFA is based on OpenFOAM

(Jasak, 2009), an open-source CFD code that discretizes the Navier-Stokes equations. The representation of the rotor, described

in Section 3.2, is non-geometric and does not require a very fine grid around the blades. This allows us to perform LES by180

avoiding their issues with the treatment of near-wall regions (Rodi et al., 1997). At the same time, the computational cost is

maintained low. When using LES, the larger turbulent scales are simulated, while the effect of the smaller ones (the viscous

subrange) is mimicked with a sub-filter-scale model. In particular, SOWFA uses a one Equation Eddy Viscosity Model for

incompressible atmospheric flows. The model is based on the original oneEqEddy OpenFOAM model (Greenshields et al.,

2018), but has some small modifications, such as buoyancy production, specific to atmospheric flow. Turbulent initial conditions185

are introduced by running precursor simulations with the atmospheric ABL solver. The solver allows the user to specify surface

roughness, stability, wind speed, and direction. Precursor simulations are performed in a domain without the wind turbine over

a time span that is sufficient for the turbulence to develop correctly. The volume field is then used to initialize the wind farm

simulation (successor), and data planes are used as inflow boundary conditions.

3.2 Turbine Model190

The rotor is modeled with the actuator line model (ALM, Sorensen and Shen, 2002). When considering wind turbines, the

large Reynolds numbers and the multiple length scales involved make LES on a fully resolved geometry too computationally

demanding to be used extensively. For this reason, hybrid methods compute the effect of the turbine on the flow analytically.

ALM is an improved version of the popular actuator disk model (ADM), which is a direct descendant of Glauert’s Blade

Element Momentum (Glauert, 1963). With the ALM, forces exchanged between the flow and the blades are computed along195

lines that correspond to the individual blades. Velocities are sampled from the computational domain, and the aerodynamic

coefficients are obtained from polar data. Once obtained, the forces are smeared over several cells to prevent numerical issues.

Additionally, with the ALM, blades can be modeled in a way that allows them to respond dynamically to changing conditions

and can account for aeroelasticity when coupled to a structural code. This allows us to describe the wake’s dynamics better
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(with respect to ADM) and capture the tip vortices (provided that the resolution is sufficient) and their influence on the induced200

velocities. However, smaller-scale phenomena, such as those involving the blade boundary layer, cannot be captured.

3.3 Setup

The following is a description of the setup of the LES cases used to build the data set. All of the simulations have one of the

three setups described below.

3.3.1 Space Discretization205

For all cases, the domain is a 2.5×1×0.6 km box with the specific discretization reported in Table 1 and the refinement areas

illustrated in Figures 2 and 3. The uniform case discretization is the same as in Muscari et al. (2022), as the same data set

was used. The precursor mesh does not need a fine resolution: the turbine is not in the domain, and we just want the selected

turbulent conditions to develop. Based on the literature (Churchfield et al., 2012b), the resolution required for that to happen

is in the order of 10 m. The selected dimension of a precursor cell is 12.5 m. This base mesh required only two refinements210

for the successor cases to reach the same resolution of the uniform ones away from the walls. Each refinement halves the

characteristic dimension of the cell so that we get to ∆x= 3.125 m in the rotor area. The considered rotor is the DTU 10 MW

reference turbine (Bak et al., 2013), which has a diameter of D = 178.3 m. For all turbine simulations, D/∆x= 58. While,

according to Churchfield et al. (2012a), D/∆x= 50 should be sufficient, in our case we do not properly captures the smaller

structures in the wake (see 5). This limit was dictated by our computational resources and should be addressed in future works.215

Table 1. Mesh characteristics for the three types of simulations.

domain extension number of cells number of refinements smallest cell dimension

x y z x y z

uniform case 2500 m 1000 m 600 m 50 20 12 4 3.125 m

precursor 2500 m 1000 m 600 m 200 80 48 0 12.5 m

successor 2500 m 1000 m 600 m 200 80 48 2 3.125 m
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Figure 2. Vertical slice of the domain in the uniform case, showing where the refinement zones are positioned and how the boundaries are

indicated. The rotor is represented by the thick black line.
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Figure 3. Vertical slice of the domain in the successor case, showing where the refinement zones are positioned and how the boundaries are

indicated. The rotor is represented by the thick black line.

3.3.2 Time Discretization

For the uniform case, the total simulated time is 3000 s, but for the DMD snapshots, we discarded the transient part, corre-

sponding to the initial 1400 s. The simulation time step is 0.2 s, and a snapshot is taken once every 2 s. Our computational

resources downwardly limited the time step. It respects the standard Courant–Friedrichs–Lewy (CFL) condition but not the

more stringent one normally required for actuator line simulations. The condition is formulated in Equation 11 and it indicates220

that the tip of the blade should not cross more than a cell over a time step.

CFLtip =
ωR∆t
∆g

< 1 (11)

where ω is the wind turbine rotational speed, R is the blade radius and ∆g = 3
√

∆x∆y∆z is the equivalent cell dimension.

In our case CFLmean = 0.25 and CFLtip = 10. We deem this to be acceptable since we are not properly modeling the tip-

vortices anyway. The precursor needs to run for a long time before the data planes for the successor can be sampled. The total225

duration of our precursor was 33000 s with a time step of 0.5 s .
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3.3.3 Initial and Boundary Conditions

The domain boundaries are reported in Table 2 and Table 3, together with the assigned boundary conditions for the main

quantities. The turbine is located 500 m downstream of the inlet and in the middle between the north and south walls. Some

of the boundary conditions might require further explanation. With fixed flux pressure, the pressure gradient is set in a way230

such that the velocity boundary condition specifies the flux on the boundary. The inletOutlet condition is equivalent to the zero

gradient one, but it switches to a fixed value in case of backward flow.

Table 2. Boundary conditions for the precursor

patch U p T k nu

lower ABL wall function fixed flux zero gradient zero gradient fixed value

upper slip fixed flux fixed gradient zero gradient fixed value

west cyclic cyclic cyclic cyclic cyclic

east cyclic cyclic cyclic cyclic cyclic

north cyclic cyclic cyclic cyclic cyclic

south cyclic cyclic cyclic cyclic cyclic

Table 3. Boundary conditions for the successor

patch U prgh T k nu

lower ABL wall function fixed flux pressure zero gradient zero gradient fixed value

upper slip fixed flux pressure fixed gradient zero gradient fixed value

west time varying mapped fixed value fixed flux pressure time var. mapped fixed value time var. mapped fixed value zero gradient

east inletOutlet zero gradient zero gradient zero gradient zero gradient

north inletOutlet fixed flux pressure zero gradient zero gradient zero gradient

south inletOutlet fixed flux pressure time var. mapped fixed value time var. mapped fixed value zero gradient

For this study, two precursors were considered. The simulated ABL is neutral in both cases, meaning that shear is the dom-

inant phenomenon, and the parameter affecting the turbulence the most is the roughness length z0. The velocity is controlled

through a uniform pressure gradient such that the wind speed at hub height is 9 m/s. The inflow wind profile is logarithmic, and235

the potential temperature is set using a capping inversion width of 100 m, a reference potential temperature of 300 K, an initial

capping inversion height of 750 m, a potential temperature jump across the capping inversion of 5 K and a stable lapse rate of

3 K/km. Turbulence is triggered using sinusoidal spanwise velocity perturbations in the first 100 m of the ABL. The Coriolis

parameter is set to 4.813 · 10−5 rad/s, corresponding to a latitude of 41.44°. The main ABL parameters are summarized in

Table 4. As turbulence is developed inside the ABL, the velocity controller slowly rotates the wind direction at geostrophic240

height, trying to maintain the desired magnitude and direction at the reference height. After 30000 s, the ABL height is kept

constant, and turbulence statistics can be computed (see Figure 4).
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Table 4. Main ABL parameters for the precursor simulations

uref [m/s] href [m] θ0 [K] ∆h [m] γ[K/km] Hinversion [m] fc [rad/s] z0,TI=3.3% z0,TI=6.5%

9 115 300 100 3 750 4.813 · 10−5 10−6 10−2

Our choices resulted in a mean turbulence intensity (TI) at the hub height of 3.3% in one case and 6.5% in the other. These

values are representative of the range of TI that a first-row wind turbine can experience when placed offshore. The tower is

about 115 m, meaning the turbine will partially operate outside the Prandtl layer.245

Figure 4. Precursor stream-wise velocity and shear stress profiles.

In the final hundred seconds of the precursors’ simulations, we collected velocity data from a diameter-long vertical line of

probes through the point where the hub should be and on a horizontal line from the same point in the stream-wise direction to

the end of the domain. We used these data to estimate the turbulence integral length scales in these directions. The definition

of the integral length scale, L, that we adopted is based on Taylor’s hypothesis on frozen turbulence. With this assumption, the

integral length scale at a certain position can be expressed as a function of an integral time scale at that position:250

L(z) = U(z) ·T (z) (12)
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This integral time scale is calculated as follows:

T =

1/e∫

0

ρ(τ) · dτ (13)

where ρ(τ) is the auto-correlation coefficient of the time signal of the velocity fluctuations, and e is Euler’s number. Table 5

summarizes the results:255

Table 5. Mean turbulence length scale in vertical and stream-wise direction in correspondence of where the hub of the turbine would be

TI Lx[m] Lz[m]

3.3% 345 268

6.5% 387 274

4 Results

This study includes results from a total of 23 simulations, including 2 precursor simulations. The setup is as described in

Section 3.3. In each of the simulations, we have a single DTU 10 MW turbine controlled with a CCW helix with amplitude

4° and frequency varying in the range St ∈ [0.15,0.2,0.25,0.3,0.35,0.4]. This is done for three different inflow conditions: a

uniform inflow and turbulent inflows with TI = 3.3% and TI = 6.5%.260

4.1 Wake Deficit Recovery

In this Section, before going into the DMD analysis, we look at instantaneous flow-field results and at the evolution of normal-

ized global quantities in the wake. Figures 5 and 6 show a top view of the wake, for the low turbulence case, at the last step

of the simulation with a comparison between baseline and helix control with Stexc = 0.4. We only show this case because it

allows a clearer visualization of what happens in all cases, including the high turbulence ones. In particular, Figure 5 shows the265

stream-wise velocity, u, normalized by the value imposed at the rotor hub (9 m/s), and Figure 6 shows the vertical component

of the velocity, v, on a same vertical plane passing through the hub.

We can clearly observe an earlier onset of instability in the cases where the helix control is used. We see it, in particular,

from the anticipation of meandering. From Figure 6, it seems that the wake breakdown is triggered by destabilization of the

hub vortex, which would be consistent with some of the literature (Iungo et al., 2013). To quantify the gains obtained by using270

the helix, we first looked at the global quantities for the rotor. The turbine’s power output is reduced as expected since the pitch

signal is suboptimal. The maximum power loss with respect to the baseline is 3.66%. This is reported in Table 6. From Table

6 we can also observe that the loss decreases as the excitation frequency increases.

However, the helix should allow downstream turbines to compensate for the loss and increase the power at a farm level.

Other studies on DIC were performed considering downstream turbines as sensors to assess the effect on the wake. Since275
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Figure 5. Horizontal snapshot of the stream-wise velocity component (u) at the final time step for baseline control (top) and for the helix

with excitation St 0.4 (bottom). Turbulence intensity in both cases is 3.3%
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Figure 6. Horizontal snapshot of the vertical velocity component (v) at the final time step for baseline control (top) and for the helix with

excitation St 0.4 (bottom). Turbulence intensity in both cases is 3.3%

we have only one turbine in our simulations, we introduced some "ghost" turbines. We selected planes at multiple distances

downstream of the turbine and looked at what kind of inflow would be available to a turbine of the same diameter aligned with

it. To do so, we considered the mean velocity on each point of the plane contained in a circle with the same diameter as the

turbine, averaged it in space, and elevated it to the power of three. We will refer to this quantity as "power available" because,

for the scope of our analysis, we are interested in trends and ratios and don’t need an exact value.280

Figure 7 shows the power available at the different considered locations for the baseline case compared to the helix cases at

different Strohual numbers, normalized by the rotor power for the baseline case. For uniform inflow, the further downstream we

move, the more effective the helix proves in recovering energy. In the range St ∈ [0.3−0.4] the lines come closer together with
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Table 6. Turbine power variations obtained with the helix with different inflow conditions with respect to the baseline case value correspond-

ing with the same inflow.

Rotor Power

St = 0.15 St = 0.2 St = 0.25 St = 0.3 St = 0.35 St = 0.4

Uniform Inflow -3.66 % -3.16% -2.71% -2.32% -2.04% -1,67%

TI=3.3 % -3.24% -3.22% -2.95% -2.7% -2.34% -2.16 %

TI=6.5 % -3,58% -3.21% -2.94% -2.79% -2.58% -2.38%

St=0.2 St=0.25 St=0.3 St=0.4 baselineSt=0.15 St=0.35
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Figure 7. Available power estimate at different locations downstream of the rotor for all cases. From left to right, we show the uniform

case, the low turbulence intensity case, and the high turbulence intensity case. Underneath the plots, we show vertical slices of stream-wise

velocity from the case with St = 0.4 for illustrative purposes.

the optimum recovery depending strongly on the position after about four and a half diameters downstream. With turbulent

inflow, the advantage obtained in the near-wake is more or less retained until the end of our sampling box. The observation on285

the gain saturation in the range St ∈ [0.3− 0.4] remains true for the low turbulence intensity case.

In the uniform inflow case, the gains are much higher, which was expected since, in the other cases, the most important

factor in the recovery is the inflow turbulence. However, the gains obtained in the turbulent cases when using the helix would

be very significant in a real wind farm scenario. One general conclusion can be drawn from this analysis: the optimal Strohual

number for the helicoidal excitation depends on both the turbulence intensity and the position downstream.290

The slices in Figure 8 are parallel to the rotor plane and show the mean stream-wise velocity at the "ghost" turbines positions

at Stexc = 0.4. We can observe how the flow evolves depending on the inflow: the stream-wise velocity outside of the rotor area

is higher than the free-stream for the turbulent cases because the inflow profile is such that the free-stream value is imposed
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only at hub height. In the near-wake, the closer we are to the wake center, the higher the deficit. At a distance of 6 and 8

diameters downstream of the turbine, that area presents a higher stream-wise velocity for the uniform case.

1

0.8

0.6

u/u∞
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TI=3.3%

TI=6.5%

x=0 D x=2 D x=4 D x=6 D x=8 D

y

z

Figure 8. Mean stream-wise velocity immediately downstream of the rotor plane and at parallel planes at various distances downstream for

all inflow conditions and Stexc = 0.4.
295

4.2 Dynamic mode decomposition analysis

The data structure obtained from the simulations has dimensions of 96000×800×3. The first dimension is space, the second is

time, and then, for each spatio-temporal coordinate, we have collected all three velocity components. This choice of observables

is the same as in Muscari et al. (2023). What was found, in that case was that the results where the same with the three velocity

components or with the stream-wise only (because of the uniform horizontal inflow), but spurious modes appeared when also300

considering the pressure. We reorganized the data in column vectors that we feed to the DMD algorithm.

4.2.1 Uniform case

The selected rank for our decomposition is r = 15. This results in seven modes. One mode always has zero frequency and is

representative of the mean flow. In the following, we will call this mode M . We evaluated the model accuracy by computing

the relative root mean square error (RRMSE) in the range r ∈ [1,181] as shown in Figure 9.305

The RRMSE is a normalized measure of the differences between values predicted by a model and the measurements. In our

case, it is calculated based on the element-wise residuals between the true snapshot matrix X′ and its reconstruction X′DMD,ij :

RRMSE =

√√√√
1

nm

∑n
i=1

∑m
j=1(X

′
ij −X′DMD,ij)2∑n

i=1

∑m
j=1(X

′
ij)2

(14)
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Figure 9. Relative root mean square error when modeling the flow with DMD as a function of the chosen rank. Different lines represent

different Strouhal numbers of the excitation signal.

310

We see that the error strongly depends on the excitation. This is because, since the helix is more effective at higher frequencies,

the helicoidal modes, whatever the rank, retain more energy content that would otherwise be more widely distributed.

Frequencies and amplitudes of the uniform inflow complex conjugate modes are represented in Figure 10. The first and
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Figure 10. Spectral representation of the modes for all the uniform inflow helix cases.
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most important mode always has the same frequency as the imposed helix signal. The other modes have frequencies that are

harmonics of the first. In the following, we will be indicating these modes as H1 for the first helix modes and Hn for the315

harmonics (where n is the relative integer multiple). The amplitude can be related to the total energy content in the considered

volume. As seen in Section 4.1, the optimum Strouhal also depends on the stream-wise position. Figure 11 shows iso-surfaces

of the stream-wise velocity component reconstructed from the first three helix modes. The iso-values for Figure 11 are chosen

10
8

4
6

2

10
8

4
6

2

10
8

4
6

2

helix mode 1 helix mode 2 helix mode 3

Figure 11. Iso-surfaces of the stream-wise velocity component reconstructed from modes H1, H2, and H3 (from left to right). The free-

stream velocity was 9 m/s. Three slices, positioned at the left, bottom, and downstream boundaries of the domain, are added to improve

visualization.

so that they give a good visual representation of the mode, and they are different for the different modes. We of course

recognize the helicoidal pattern and evidence how, together with harmonic growing of the frequency, the structures become320

closer together. Figure 12 gives us an idea of the reconstruction quality obtainable with just the mean and the first helix mode

in the uniform case.
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DMD
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Full flow Reconstruction
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Figure 12. Representation of the reconstruction obtained with only mode 0 and more 1 for the uniform case with St = 0.4.

The information conveyed by Figure 12 can be quantified using the same criterion chosen to select the DMD rank. With

the rank being fixed to 15, we evaluated the error using different modes for reconstruction. Figure 13 shows the results of this

evaluation.325
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Figure 13. Relative root mean square error when modeling the flow with DMD with only selected modes. Mode 0 (M) is always present

since it represents the mean.

4.2.2 Turbulent case

In this section, we finally address the two main research questions: do helix modes still show up in low-rank DMD of a turbulent

inflow wake? Can we establish if the helix triggers wake meandering as inflow perturbations with similar frequencies did in

Mao and Sørensen (2018) and Li et al. (2022)?

In turbulent cases, as expected, the quality of the reconstruction is lower. The energy associated with the complex modes330

is several orders of magnitude lower than the one associated with mode 0. This does not mean the helicoidal mode cannot

contribute significantly to the dynamics. Given an excitation frequency, the error remains constant in the range of ranks tested

for the uniform case r ∈ [1,181]. The error varies from a minimum of 7.6% for St= 0.4 to a maximum of 8.1% for St= 0.2.

For consistency with the uniform case, we picked r = 15 again.

To isolate the effect of turbulence, we first performed DMD on the precursor simulations. Because of the coarser mesh, the335

data structure is considerably smaller, namely 96000× 300× 3.

For both precursors, the dominant frequency (St= 0.072) is related to the vertical integral length scale found for the precur-

sors, as shown in Section 3.3. The other dominant frequencies are the first and second harmonic. In the following, as done for

the helix modes, we will refer to these modes as I1 for the first inflow mode and In for the harmonics (where n is the relative

integer multiple). The frequency related to the stream-wise integral length scale is also present but is not dominant. These340

modes are still relevant for the successors: we find them again in addition to the helix-related modes. Although we expected

to find the precursor modes (we already know that turbulence dominates the flow field), whether the helix modes would still

be relevant was an open question. From figure 14, we can observe how the turbulence intensity modifies the amplitude of the

modes and their spacial decay but not their frequencies.
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Figure 14. Vertical slices of the stream-wise velocity component, reconstructed from the first helix mode for the uniform case and the two

turbulent cases with Stexc = 0.3. The frequency of this mode is also St = 0.3 .

In general, the exact DMD modes follow a predictable pattern for turbulent cases, given an excitation frequency and the345

precursor characteristics. One or more zero frequency modes over which the mean flow is distributed, one mode at the dominant

precursor frequency with some of its harmonics (inflow modes), and one mode at the excitation frequency with some of its

harmonics (helix modes).

Figures 15 and 16 show the flow reconstruction obtainable with only the mean flow and the helix mode for the case with

St= 0.4 at both turbulence intensities. As already mentioned, the quality is significantly lower with respect to the uniform350

case (See Figure 12), but the first helix mode is still dominating the dynamics. Any attempt at reconstructing the full flow that

does not include it is indistinguishable from the mean.
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Figure 15. Representation of the reconstruction obtained with only mode 0 and the first helix mode for the case with St = 0.4 and TI =

3.3%.

The information conveyed by Figure 15 and Figure 16 can be quantified using the same criterion chosen to select the DMD

rank. With the rank being fixed to 15, we evaluated the error using different modes for reconstruction. Figure 17 shows the

results of this evaluation.355
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Figure 16. Representation of the reconstruction obtained with only mode 0 and the first helix mode for the case with St = 0.4 and TI =
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Figure 17. Relative root mean square error for the turbulent cases with St = 0.4 when modeling the flow with DMD with only selected

modes. Mode 0 (M) is always present since it represents the mean.

5 Conclusions

In this paper, we reported the results of a numerical study that characterized the dynamic response of wakes manipulated

with DIC techniques. The considered turbine was the DTU 10 MW. Its operation under three different inflow conditions was

simulated using the CFD framework SOWFA with the blades modeled as actuator lines.

The main finding of this study is that the helix retains its dynamic importance when a realistic value of turbulence intensity360

is considered. Analysing the data via an exact DMD algorithm, we retrieved the eight most relevant dynamic modes associated

with the wake. The helix modes are still dominant. We found that the frequencies of dominant modes are associated with the

turbulent length scales of the inflow and with the pitch excitation. The turbulence intensity affects their amplitudes and spatial

decay. Wake energy content analysis at various downstream locations also led to an important finding: the optimal Stexc for

the helix varies with the turbulence intensity and the downstream position.365

The found optimal St values are consistent with the observation in Hodgson et al. (2023) that inflow Strouhal numbers in

the range of St= 0.33 to St= 0.66 results in optimal amplification of stream-wise velocity fluctuations, but, with the current

simulation setup, there is no clear relationship between the excitation frequency and the triggering of meandering as in Mao
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and Sørensen (2018) and Li et al. (2022). The modes obtained from DMD also give us a simple, linear, model the helicoidal

wake. We show that a fair reproduction of the full-flow dynamics is not attainable without the first helix mode and that, in a370

turbulent case, a simple wake model that only takes into account the rigid mode (mean flow) and the first helix mode, which is

an order reduction from infinite to two, leads to a maximum error of 3% on the reconstruction of the full flow field for uniform

inflow case, and a maximum of 9% for the turbulent ones. The percentages given for the turbulent cases refer to the case with

Stexc = 0.4, but we don’t expect big variations with Stexc. In the uniform case, the reconstruction error is generally much

lower and more dependent on the rank of the initial decomposition and on Stexc.375

Our recommendation for future work is to augment the space and time resolution to the point where the influence of tip

vortices and their interaction with the hub vortex can be assessed. Moreover, the modes’ dependency on other inflow parameters

(such as turbulence length scales) needs to be assessed.
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