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Abstract. A method is developed to identify load-driving events based on filtered flow accelerations, regardless of the 

event-generating mechanism or specific temporal signature.  Low-pass filtering enables calculation of acceleration statistics 

per characteristic turbine response time; this circumvents the classic problem of small-scale noise dominating the observed 

accelerations or extremes, while providing a way to deal with different turbines and controllers.  Not only is the flow 

acceleration physically meaningful, but its use also removes the need for de-trending. Through consideration of the 99th 10 

percentile (P99) of filtered acceleration per each 10-minute period, we avoid assumptions about distributions of fluctuations 

or turbulence, and derive statistics of load-driving accelerations for offshore conditions from ‘fast’ (10 and 20 Hz) 

measurements spanning more than 1615 years.  These statistics scale withdepend on low-pass filter frequency (reciprocal of 

turbine response time), but in a nontrivial manner varying with height due to the influence of the atmospheric boundary-

layer’s capping inversion as well as the surface.  15 

   We find long-term probability distributions of 10-minute P99 of filtered accelerations, which drive loads ranging from 

fatigue to ultimate; this also includes joint distributions of the P99 with 10-minute mean wind speed (U) or standard deviation 

of horizontal wind speed fluctuations (𝜎!). The long-term mean and mode of the P99 of streamwise accelerations, conditioned 

on 𝜎! and U, are found to vary monotonically with 𝜎! and U respectively; this corroborates the IEC 61400-1 prescriptions for 

fatigue design-load cases.  An analogous relationship is also seen between lateral (directional) accelerations and standard 20 

deviation of direction, particularly for sub-mesoscale fluctuations.  

   The largest (extreme) P99 of filtered accelerations are seen to be independent of 10-minute mean speeds, and with only 

limited connection to 10-minute 𝜎! ; traditional 10-minute statistics cannot be translated into extreme load-driving 

acceleration statistics.  From measurement heights of 100 m and 160 m, timeseries of the 10 most extreme acceleration 

events per 1 m s–1 wind speed bin were further investigated; events of diverse character were found to arise from numerous 25 

mechanisms, ranging from non-turbulent to turbulent flow regimes, also depending on the filter scale.  Different behaviors 

were noted in the lateral and streamwise directions at different heights, though a small fraction of these events exhibited 

extreme amplitudes for both horizontal acceleration components and/or were observed at both heights within a given 10-

minute window.  Via fits to the tails of the marginal P99 distributions, curves of offshore extreme P99 of filtered accelerations 

for return periods up to 50 years were calculated, for three characteristic turbine response times (filter scales) at the 30 

observation heights of 100 m and 160 m.  
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   To drive aeroelastic simulations, Mann-model parameters were also calculated from the timeseries of the most extreme 

events, allowing constrained simulations embedding the recorded events.  To facilitate this for typical industrial 

measurements which lack three-dimensional anemometry, a new technique for obtaining Mann-model turbulence parameters 

was also created; this was employed to find the parameters corresponding to the background flow behind the identified 35 

extremes and their timeseries. Further, a method was created to use the extreme acceleration statistics in stochastic 

simulations for application to loads, including interpretation within the context of the IEC 61400-1 standard.  Preliminary 

parallel work has documented aeroelastic simulations conducted using the extreme event timeseries identified here, as well 

as Monte Carlo simulations based on the extreme statistics and new method for stochastic generation of acceleration events.  

 40 

1 Introduction and Background 

As set out by the IEC 61400-1 standard (IEC, 2019) for wind turbine design, fatigue load conditions are simulated in 

common industrial practice via the so-called normal turbulence model [‘NTM’], with testing of extreme loads due to 

transients prescribed via an extreme turbulence model [‘ETM’] or using simplified scenarios such as the extreme operating 

gust [‘EOG’] that are considered representative of critical parts of turbine design-load envelopes. The magnitude of the wind 45 

events in ‘extreme’ scenarios is prescribed by the IEC standard in terms of 10-minute statistics, particularly the mean wind 

speed1 U and standard deviation of wind speed 𝜎!, or its longitudinal (streamwise) component 𝜎", which are known to drive 

fatigue loads (Dimitrov et al., 2018).  However, a growing trend towards improved turbine design has been to associate the 

statistics of observed phenomena (which can involve the wind as well as the turbine and electric grid) with individual 

design-load cases [DLCs] in the 61400-1 standard, and now through the emerging 61400-9 standard for probabilistic design.  50 

This has been motivated by limitations in the IEC’s prescriptions for extreme cases (e.g. Dimitrov et al. 2017; Hannesdóttir 

et al. 2017, 2019) as well as the stochastic nature of extremes and reliability analysis (e.g. van Eijk et al. 2017; Nielsen et 

al. 2023).  

   A basis for statistical characterization efforts and constrained turbulence simulation was given by Nielsen et al. (2004), 

who examined gust examples and occurrence rates of wind speed jumps, and identified the potential need for filtering in 55 

such characterization; however, their analysis was essentially limited to the surface-layer regime (10m heights) where large 

accelerations are inextricably intertwined with ground-affected turbulence. They also identified some events with 

nonstationary wind and direction timeseries which they attributed to frontal passages, and which did not appear to give large 

accelerations compared to the DLC’s associated with wind direction changes in the IEC 61400-1 standard.  However, the 

results were affected by the limited amount of data, and eventually superseded by later work such as that of Hannesdóttir et 60 
 

1 Here we follow the convention of using U to denote mean wind speed, following from a coordinate system defined such 
that the mean wind defines the x-direction with velocity component u and lateral velocity component v in the y-direction so 
that 𝑠 = (𝑢# + 𝑣#)$/#, with the capitalization denoting 10-minute mean (thus 𝑉 = 0). 
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al. (2019). Hansen & Larsen (2007) made early comparisons of measurements to the IEC’s extreme DLC for coherent gust 

with direction change [ECD], focusing on the joint occurrence of jumps in wind speed and direction; however, they were 

limited by the small number of observations of joint events.  Larsen & Hansen (2008) offered calibration of several IEC 

extreme DLC’s, but they assumed extreme events to be turbulence-driven and connected with 10-minute statistics, as in the 

IEC 61400-1 standard.   65 

   Hannesdóttir & Kelly (2019) directly detected wind speed ramp events at heights of contemporary turbines (z≥𝑧 ≥100m) 

with a broad range of rise times and magnitudes, comparing their statistics to the ECD design-load case; they showed that 

direction changes due to such events may exceed the IEC prescription.  Hannesdóttir et al. (2019) found these events to not 

exceed the IEC’s extreme turbulence prescription, except for some events crossing rated speed (for a particular turbine and 

controller) which gave tower-base fore-aft loads exceeding DLC1.3 of the 61400-1. The ramp-associated accelerations, 70 

rather than their amplitudes,  crossing rated speed appeared to be driving the excessive loads in their aeroelastic simulations 

of single turbines.  TheThat extreme loads driven by accelerations from wind ramps crossing rated speed are driven by 

accelerations was specifically confirmed by Kelly et al. (2021); first obtaining long-term marginal and joint distributions of 

ramp (bulk) accelerations, pre-ramp speed, and upper-rotor shear for offshore wind ramp events, they used the joint PDFs to 

generate a representative ensemble of coupled large-eddy and aeroelastic simulations2 for an offshore wind farm. The 75 

simulations showed most of the observed wind ramps, whose inferred thicknesses spanned ~500 m to 10 km, to persist 

through the wind farm; itthey further showed the largest thrust-based loads to occur during maximal accelerations crossing 

rated speed.  

   With the above as motivation — most simply the finding that load-driving forces on turbine blades can arise from flow 

acceleration (“F equals 𝑚 ⋅ 𝑎”) — we investigate offshore flow accelerations and practically applicable statistics derived 80 

from them, along with connections to typical 10-minute means and standard deviations; this is done for both streamwise and 

lateral (directional) fluctuations.  We note that although a couple of studies aimed at statistics of gust-like events have 

recently appeared in the literature, they did not focus on offshore load-inducing flow characterization. at turbine rotor 

heights.  Shu et al. (2021) found statistical distributions for different wind gust characteristics including rise times and 

amplitudes, but they did not consider the associated accelerations resulting from the ratio of these (nor the need for or effect 85 

of low-pass filtering), and their observations were from an onshore site with hills upwind.  Cook (2023) also considered the 

‘big picture’ of gust events, reviewing and comparing numerous methodstechniques for identifying and classifying them 

towards establishing an automated method; he found inclusion of additional variables (temperature, pressure) to improve 

gust classification for extreme value analysis, and gave insight into removal of anomalous spikes and use of sonic 

anemometry.  However, Cook’s (2023) study considered only surface-layer wind speeds onshore, examining maximum wind 90 

speeds rather than accelerations.  OurCivil engineering literature has addressed gusts in the design of offshore structures for 

 
2 Two model-chains of coupled simulations were used: both started with constrained turbulence simulations, with one 
coupled to an aeroelastic model, and one driving large-eddy simulations coupled with aeroelastic models.  
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decades (EuroCode/CES, 2010; ESDU, 2012), but again this has been only in the surface-layer, assuming gusts follow 

turbulence statistics, and has not considered flow accelerations (despite estimates of structural accelerations). But our focus 

is on load-driving accelerations in the flow regimes offshore at typical wind turbine hub heights offshore (100 m and above); 

such flows differ extensively compared to near-surface flow, which is dominated by turbulence associated with the surface, 95 

even more so over rough ground and terrain onshore.  Further, in contrast to wind speed statistics, accelerations literally 

represent the forcing of the flow on turbine structures; as described later below, they do not require detrending, and with 

low-pass filtering their statistics are scalablecomputable per different wind turbine systems and responses. 

   The structure of the remaining parts of the paper is as follows: Section 2 outlines the data and its use, gives the 

methodology’s basis, and demonstrates the methodology with associated statistical metrics.  Section 3 presents results, 100 

showing the long-term statistics of the flow accelerations that dominate each 10-minute period, considering both the frequent 

values which induce fatigue loads and extremes which can be associated with ultimate turbine loads.  The extreme flow 

accelerations are examined further in Sections 3.3–3.4, including their deviation from behavior prescribed in the IEC 

standard and the different (often non-turbulent) flow regimes associated with them; forms are given for extrapolation of 

measured statistics to 50-year periods, towards siting and probabilistic turbine design.  For practical use, two appendices are 105 

offered, connected with Section 3.4. Appendix A gives a method to obtain Mann-model turbulence parameters for the flow 

behind extreme accelerations events, facilitating constrained simulation of such gust-like events, as well as allowing one to 

obtain turbulence parameters from typical industrial measurements for general use; Appendix B gives a recipe for synthesis 

of timeseries with extreme offshore flow accelerations based on the extreme acceleration distributions, including a method 

for probabilistic operating gusts that accounts for distributions of gust duration and its connection with acceleration 110 

amplitude. Section 4 discusses and interprets the findings, with conclusions and implications, as well as ongoing/future 

work. 

 

2 Data and Methodology  

As discussed in the introduction above, flow accelerations have been found to drive thrust-based loads during ramp-like 115 

events in operating conditions. Since rise times associated withwind speed ramps at turbine heights have rise times mostly 

rangeranging from roughly 10 s to ~300 s (Kelly et al. 2021)), and gust rise timesdurations in particular have been observed 

to be shorter (below 100 s and most commonly 10–20 s, as in Shu et al. 20213), we expect that 10-minute statistics might not 

be adequate for analysis; ‘fast’capturing extreme flow accelerations. ‘Fast’ data (typically output by anemometers at 

frequency of ~1 Hz or higher) is known to be needed to capture suchgusts, as alsolong documented in the civil/wind 120 
 

3 Note the Shu et al. (2021) study was over land, with rise times found at 160 m height. We expect longer rise times offshore, 
but not by much for such heights beyond the atmospheric surface layer; rise times offshore are not expected to be more than 
one order of magnitude longer than onshore at such heights, so the argument for ‘fast’ data still holds. 
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engineering literature (e.g., Davis & Newstein, 1968), meteorology (e.g., Beljaars, 1987), and recently for windspeed ramps 

by Hannesdóttir & Kelly (2019) for windspeed ramps.).  In light of this and bearing in mind thatbecause mechanisms other 

than wind ramps — (including phenomena other than turbulence —) can cause peak loads on operating turbines, we choose 

a statistical methodology, instead of attempting to detect or identify events with specific signatures or corresponding to 

particular physical mechanisms.  I.e., we build a statistical characterization of wind accelerations at heights impacting 125 

offshore wind turbines, towards universal description.  This is done using nearly 16more than 15 years (Oct. 2004–

AugMar. 2020) of high-frequency observations from the Høvsøre turbine test station, located on the west coast of 

Denmark (Peña et al., 2019).  We select data in the offshore flow regime, defining it fromover the range of wind directions 

from 240°–300° (which are also the most common for this wind climate) and heights that are unaffected by the coastline, 

which basically runs in the North-South direction.  Primarily one mast was employed, which provided 10 Hz speed (cup-130 

anemometer) and direction (wind vane) data from heights of 100 m and 160 m; the mast’s lower sensors (at 60m and 10m) 

were not used, due to their measurements being affected by the coastline and land below.  A secondary mast 400 m to the 

south (the same distance to the coastline, with measurements up to 116.5 m) was also used in a supplementary manner, 

exploiting its three-dimensional sonic anemometers at 80 m and 100 m to test three-component turbulence calculations; these 

‘sonics’ had sample rates of 20 Hz.  135 

   As a starting basis for our investigation, we consider load-driving events without joint occurrence of irregular turbine 

conditions, i.e., away from cut-in and cut-out.  Previous studies found the loads induced by ramp accelerations tended to be 

largest around rated speed, which tends to be ~11–13 m s–1 for multi-megawatt turbines; further, due to the sample rates of 

10–20 Hz and the need to calculate many quantities including multiple Fourier transforms for each 10-minute period, we 

limited the number of samples processed due to computational constraints.  Accordingly, to highlight flows where rated 140 

speed is crossed and due to the immense amount of data, we select 10-minute periods using the criterion (8	m	s&$ + 𝜎!) 	≤

𝑈 ≤ (18	m	s&$ − 𝜎!) where 𝜎!  is the standard deviation of horizontal wind speed; the criteria 𝜎! > 0.3	m	s&$  and 𝜎' >

0	rad	s&$ were also used to eliminate rare frozen anemometer and wind vane issues, where 𝜎' is the standard deviation of 

wind direction.   

   Nielsen et al. (2004) and others have noted that to examine statistics of wind speed jumps, one needs to filter the wind 145 

timeseries.  However, here we note additional details needed to facilitate analysis of load-driving accelerations.  First, one 

must take care with calculating accelerations from timeseries: simple finite-differences do not suffice due to their oscillatory 

spectral signature, impacting acceleration statistics in a nontrivial manner (especially the largest per each 10-minute period, 

which is our main interest).  Calculating accelerations directly in Fourier space without approximation avoids this issue:  

�̇� ≡ 𝑑𝑠/𝑑𝑡 = ℱ&$[𝑓#𝑆!!(𝑓)], H−2𝜋𝑖𝑓	ℱ[𝑠(𝑡)]L,        150 

 (1) 
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where ℱ&$ denotes the inverse Fourier transform, 𝑆!! ≡ |ℱ[𝑠(𝑡)]|#(𝑓) ≡ (2𝜋/𝑇)	|ℱ[𝑠(𝑡)]|#	 is the power spectrum of the 

horizontal speed fluctuations 𝑠  for a timeseries of duration 𝑇 , and 𝑓  denotes temporal frequency. 4   An example of 

acceleration spectra, from a 10-minute record including large accelerations that cross rated speed, is given in Figure 1. The 

figure displays spectra using different methods to calculate �̇�  measured by a cup anemometer, starting with the exact 155 

calculation in Fourier space (thick blue line).  Using a first-order finite-difference Δ𝑠/Δ𝑡  (dashed magenta line) to 

approximate �̇�, one can see significant noise at frequencies above ~0.03 Hz; such noise can lead to spurious peaks in 

timeseries of the resultant approximate �̇�, impacting the largest calculated accelerations. Higher-order finite differences can 

somewhat improve upon the first-order approximation, but still have issues; to be simple and exact, we choose direct spectral 

calculation of acceleration timeseries in this study, using (1).  160 

 
Figure 1: Spectrum of horizontal flow acceleration from one 10-minute timeseries of cup-anemometer with 10 Hz sample rate, 
calculated via different methods. Thick blue is 𝒅𝒔/𝒅𝒕 spectrum 𝒇𝟐𝑺𝒔𝒔(𝒇); solid green is low-pass filtered 𝒅𝒔/𝒅𝒕 using 2nd-order 
Butterworth; dashed magenta is 𝚫𝒔/𝚫𝒕 via first-order finite-difference; dotted-red is Butterworth O(2) low-pass filtered version of 
this 𝚫𝒔/𝚫𝒕; gray dash-dot is digital differentiator with Blackman-Nuttall window.  Spectral smoothing of 12 points/decade is done 165 
to cleanly display the effects.  Left: low-pass filter has 𝒇𝒄 = 𝟏/𝟏𝟎 Hz; right: low-pass filter has 𝒇𝒄 = 𝟏/𝟑 Hz. 

 

   In addition to calculating accelerations via spectrally based derivative, these need to be appropriately filtered to 

accommodate the characteristic response of wind turbines, to avoid the small-scale ‘noise’ that does not impact multi-

megawatt HAWTs due to their size.  Figure 1 also displays spectra of low-pass filtered accelerations calculated 170 

directly (green) and via finite-difference (dotted red), where a second-order Butterworth filter was used.  The left plot shows 

the filtered acceleration spectra calculated with a filter-frequency 𝑓( = 1/10	Hz, while the right-hand graph shows them 

using 𝑓( = 1/3	Hz.  One can see that low-pass filtered spectra of the finite-differenced approximation Δ𝑠/Δ𝑡 also possess 

significant inflation of fluctuations at moderately small scales (𝑓 > ~0.05 Hz) compared to the unfiltered �̇� spectrum, as 

 
4 The reader is reminded that different FFT routines may have other normalizations (here 1/2𝜋 for forward ℱ and 1 for the 
inverse ℱ&$).  In practice one must also address the conjugate and one/two-sided aspects of a given Fourier code. 
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well as some suppression of larger-scale fluctuations. Alternately we show the low-pass filtered acceleration spectrum 175 

calculated via digital differentiator filter (grey dash-dotted lines) using the same 𝑓(; like the finite-difference approximation, 

it displays spurious addition of noise at moderately high frequencies, albeit with a sharper spectral roll-off.5  From the figure 

one it is also evident particularly for the higher filter frequency 𝑓( = 1/3 Hz that such strong artificial high-frequency 

fluctuations are introduced by the finite-difference approximations at high frequencies, (particularly for the higher filter 

frequency 𝑓( = 1/3 Hz), that the corresponding low-pass filtered spectral amplitudes can exceed even the unfiltered exact 180 

acceleration spectrum; these lead to large false accelerations, which is another reason that we both recommend and use direct 

spectral calculation of accelerations henceforth.  To allow for different turbine response times, we calculate statistics for 

three different low-pass filter scales 𝑓(, i.e., effective response times 𝑓(&$ ={30s, 10s, 3s} using a second-order Butterworth 

filter.6   

   Besides direct spectral calculation of filtered accelerations, for building meaningful statistics of load-driving events we 185 

consider the top 1% of accelerations per each 10-minute period.  In other words, we calculate 𝑃)) of the filtered �̇� for every 

10-minute record; from the collections of such �̇�))  we can calculate long-term statistics, per different characteristic 

timescales 𝑓(&$.  Using �̇�)) is preferable to 10-minute maxima of accelerations, because the latter are less certain (more likely 

to be outliers).  E.g., with a sampling rate of 10 Hz (not unusual for cup anemometers),  �̇�)) corresponds to the 60th largest 

value; there is considerably less statistical scatter in values which occur (at least) 60 times per 10-minute period, compared to 190 

a maximum which occurs just once per period.  Alternately one can consider  �̇�)*, i.e., the top 10% of accelerations for each 

10-minute period. For robustness, in this work we use �̇�)) as a metric for the flow accelerations expected to drive loads.   

     It is worth noting that we start by considering statistics of horizontal speed (such as �̇�))), because the standard instrument 

used in industrial wind measurement campaigns — the cup anemometer — measures fluctuations and variances in 𝑠, not the 

streamwise velocity component u. To be more blunt: although the IEC 61400-1 standard prescribes use of the standard 195 

deviation of velocity components, which are dominated by the streamwise one (𝜎"), in industrial practice what is presumed 

to be 𝜎"  is not typically measured as such. To the contrary, from the IEC 61400-50-1, 61400-12-2, and 61400-12-1 

standards, measurement of 𝜎! is prescribed when using cup anemometers, as this is what they measure (Kristensen, 2000; 

Yahaya & Frangi, 2004).  To actually obtain 𝜎" requires the use of high-frequency wind vane measurements to find the 

corresponding high-frequency timeseries 𝑢(𝑡), which permits calculation of 10-minute 𝜎"; however, the physical separation 200 

between anemometer and wind vane can cause a directionally-dependent lag between wind direction and speed, which 

 
5 The differentiator filter included a Blackman-Nuttall window, implemented in the software Mathematica; we note that 
different windowing does not robustly remove the spurious noise at frequencies above ~0.05 Hz.  We also point out that 
although finite-differencing includes an implicit low-pass filter, this is only significant for 𝑓 ≫ 1/Δ𝑡, which here would 
require weighted averaging over many timesteps; this is more complicated and difficult to control compared to explicitly 
applying a filter to the spectrally-derived acceleration 𝑓#𝑆!!(𝑓) and taking the inverse-FFT to get timeseries of 𝑑𝑠/𝑑𝑡.   
6 We also include some comparisons below involving sixth-order Butterworth filter, but the filter order was not crucial. 
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causes a problem for measuring short-duration events.  Addressing this issue is beyond the scope of the current work, and 

fortunately has negligible impact on extreme events, as we see in Section 3 below. 

 

2.1 Preliminary demonstration of statistical methodology 205 

To illustrate the methodology and statistical metric described above, Figure 2 shows how the maximum, 99th percentile, and 

90th percentile of low-pass filtered streamwise accelerations vary with reciprocal of filter frequency (characteristic response 

time), using both second-order and sixth-order Butterworth filters.  This is presented for two different 10-minute periods of 

wind speeds measured at 160m height: a ‘typical’ period corresponding to the most commonly observed �̇�)) and �̇�)* (peak of 

the long-term distributions of �̇�)) or �̇�)*), as well as a plot for a 10-minute period corresponding to the one of the strongest 210 

streamwise flow-acceleration events7 within the 16-year dataset.  We see from Figure 2 that the filter order has a relatively 

small effect on �̇�)* and �̇�)) compared to its effect on the 10-minute maximum of filtered acceleration, particularly for filter 

timescales of 10 s or shorter; this is further justification for avoiding max{𝑑𝑠/𝑑𝑡} as a metric. It also suggests that getting 

representative flow-driving acceleration statistics will be easier using filter scales 𝑓( of 0.1/10 Hz or 1/3 Hz, in contrast with 

choosing 1/30 Hz; the latter corresponds to a characteristic response time of 30 s, which is longer than that corresponding to 215 

commercial wind turbines.  It is perhaps unsurprising that lower 𝑓( (longer characteristic response times) result in smaller 

acceleration magnitudes, as smaller 𝑓( mean more of the signal is filtered away, particularly the shortest Δ𝑡 jumps which can 

have larger values of Δ𝑠/Δ𝑡 (as shown also in Kelly, et al. and Appendix B). 

 
Figure 2.  Dependences of 90th percentile, 99th percentile, and maximum of low-pass filtered acceleration, versus reciprocal of filter 220 
frequency (characteristic response time) for wind speeds recorded at 160m height over two different 10-minute periods. Solid and 
dotted lines indicate 2nd- and 6th-order low-pass filtered accelerations, respectively, using low-pass Butterworth filter.  
Left: typical/common record; right: case with extreme accelerations (highest in 12–13 m s–1 wind speed bin for dataset).  

 
7 The case shown in the right-hand plot of Figure 2 corresponds to the 10-minute period containing the largest filtered 𝑑𝑠/𝑑𝑡 
(for filter scales of 1/30, 1/10, and 1/3 Hz) in the mean wind speed bin of 12–13 m s–1.  
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   We note that while Nielsen et al. (2004) identified a need for a “3rd order filter to avoid cascading,” where the latter refers 225 

to an increasing number of jumps counted with shorter durations;, they were concerned with counting occurrences of wind 

speed crossing above a threshold (progressively zooming in to the threshold, at smaller and smaller scales more crossings 

are found). Here we are not counting crossing events, but rather calculating exceedance statistics of filtered accelerations for 

each 10-minute period; using �̇�)) (or �̇�)*) avoids the need for a higher-order filter, and as shown above and in Figure 2, the 

filter order does not significantly impact this statistic.  230 

 

3 Analysis and results 

Towards probabilistic turbine design, using the filtered flow-acceleration statistics and measurements introduced above we 

will derive a climatology of (long-term) offshore load-driving accelerations and associated exceedance rates.  This includes 

long-term statistics of filtered 𝑑𝑠/𝑑𝑡, as well as filtered directional accelerations via the derivative of wind direction, 𝑑𝜑/𝑑𝑡.  235 

3.1 Horizontal and streamwise flow accelerations 

Because cup anemometers are the standard instrument used for wind energy in tandem with wind vanes (much more often 

than 2- or 3-dimensional sonic anemometers), we continue with temporal derivatives of horizontal wind speed, �̇�; later we 

will also consider streamwise and lateral components of acceleration (i.e., filtered 𝑑𝑢/𝑑𝑡 and 𝑑𝑣/𝑑𝑡).  

   The long-term probability density of 10-minute 99th-percentile low-pass filtered horizontal accelerations, 𝑃(�̇�))), is plotted 240 

in Figure 3 for the two primary heights considered (100m and 160m above the sea), and for three different low-pass filter 

scales 𝑓( (1/3, 1/10, and 1/30 Hz).  This gives context for the previous figure, showing that the right-hand plot of Figure 2 

corresponds to a 10-minute period containing an extreme acceleration event, while the left-hand plot in Figure 2 matches a 

period where the filtered acceleration is near the most commonly occurring 10-minute filtered �̇�)); from the two plots in 

Figure 2, for a filter frequency of 0.1 Hz the �̇�)) at 160m are approximately 0.3 m s–2 and 0.7 m s–2, respectively.  245 

   The range of wind speeds considered (8–18 m s–1) occur 61% of the time for fully offshore flow at the Høvsøre site, so the 

actual number of �̇�)) values detected for a given acceleration ‘bin’ (increment) over the years analyzed would be larger than 

detected. Here we assume the probability density 𝑃(�̇�))) shown in Figure 3 would not change if we could include wind 

speeds below 8 m s–1 and above 18 m s–1, i.e., no significant bias arising from differences between 𝑃(�̇�))|𝑈 < 8	m	s&$)  and 

𝑃(�̇�))|𝑈 > 18	m	s&$). One can further note from Figure 3 that larger �̇�)) are seen at 100 m compared to 160 m, including 250 

the most extreme accelerations.  However, because atmospheric boundary-layer [ABL] depths shallower than 200 m are 

uncommon offshore (Liu & Liang, 2010; Ratnam & Basha, 2010), it is possible that for heights above 160 m, the �̇�)) could 

be yet larger than at 100 m — due to effects from the ABL-capping inversion.  
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 255 
Figure 3. Long-term distribution of flow accelerations: PDF of 10-minute P99's of filtered ds/dt, for three different filter scales, 
from measurements at 100m (solid) and 160m height (dashed).  Dotted gray lines are log-normal fits. 

 

   The PDF of �̇�))  follows a log-normal form around its peak, so the most commonly occurring (fatigue) load-driving 

accelerations can be approximated with the oft-used log-normal distribution  260 

𝑃(�̇�))) 	= 	 Y�̇�))𝜎+√2𝜋[
&$
exp ^&$

		#
_-.

(!̇!!)&2"
3"

`
#
a		.        (2) 

Here the dimensionless geometric (multiplicative) standard deviation parameter is defined through 𝑒3"# ≡ 1 + Y𝜎!̇!!/𝜇!̇!![
#
 

and the analogous geometric-mean8 parameter is 𝑒2" ≡ 𝜇!̇!!𝑒
&3"#/# = 𝜇!̇!! d1 + Y𝜎!̇!!/𝜇!̇!![

#e
&$/#

; the latter is equivalent to 

the commonly-seen definition 𝜇+ ≡ ln d𝜇!̇!!
# Y𝜇!̇!!

# + 𝜎!̇!!
# [$/#h e.  Fits around the peak give log-normal parameter values 

i𝜇+, 𝜎+k for each filter scale considered, at z=100 m and 160 m, which are shown in Table 1. The peaks seen in Figure 3 265 

correspond to the mode of �̇�)). We note that although analytically Mo{�̇�))} = 𝑒2"&3"# = 𝜇!̇!! d1 + Y𝜎!̇!!/𝜇!̇!![
#e
&4/#

 for the 

log-normal form, this is not used and the mode is found numerically (via histogram) because the tails of 𝑃(�̇�))) do not follow 

the same distribution.  

 

 

8 Note dimensional consistency in 𝜇+ can be seen by rewriting 𝑃(�̇�))) = Y�̇�))𝜎+√2𝜋[
&$
exp n&$

		#
o
-.5!̇!!/2$̇!!6

3"
+ 3"

#
p
#

q.  Our 

use of the log-normal form involves fits that do not directly employ 𝜇!̇!!, so we use the typical engineering form (2) with 𝜇+.  
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Table 1. Log-normal parameters fitted around peak (most common values) of �̇�𝟗𝟗 distributions 270 

 𝑓( = 1/30	Hz 𝑓( = 0.1	Hz 𝑓( = 1/3	Hz 

i𝜇+, 𝜎+k at 100 m height: {−1.9, 0.40} {−0.88, 0.36} {−0.1, 0.33} 

i𝜇+, 𝜎+k at 160 m height: {−1.9, 0.32	} {−1.1, 0.38} {−0.3, 0.37} 

 

   The largest observed �̇�)) do not conform to the overall log-normal fits, as the latter capture the most likely �̇�)) around the 

peak of its distributions. However, the extreme tails of 𝑃(�̇�))) are also seen to follow a different log-normal distribution, 

simply with different log-normal parameter values (for the heights and filter scales considered). The extreme �̇�)) are shown 

in Figure 4, which displays the exceedance probability (i.e., survival function9 ‘SF’) of �̇�)) for the two heights and three filter 275 

scales considered. Fitting to the largest �̇�)) for all three filter scales at both 100 m and 160 m heights, we obtain the log-

normal parameters {𝜇7 , 𝜎7}  for extreme flow accelerations; their values are shown in Table 2, and the distributions 

corresponding to these log-normal fits are shown by grey dotted lines in Figure 4.  

 
Figure 4: Survival function (𝐒𝐅 = 𝟏 − 𝐂𝐃𝐅 ) of 10-minute 𝑷𝟗𝟗  of streamwise filtered accelerations (i.e. �̇�𝟗𝟗% ), for the two 280 
heights (solid lines are 100 m, dashed is 160 m) and three filter scales (𝒇𝒄&𝟏=30 s in blue, 10 s in red, 3 s in green) considered; gray 
dotted lines are the extreme fits using a log-normal distribution. 

From the figure one sees that for the top 1–10 values of �̇�)) the plots can become irregular due the rarity of such events (< 

once per year), deviating somewhat from the log-normal fits; this is also expected noting that SF = 10–5SF = 10&8 

corresponds to one occurrence in roughly two years, whereas for the range of directions and speeds considered from the 16-285 

 
9 The survival function (“SF”) is also equal to 1 minus the cumulative distribution function (“CDF”). 
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year dataset we have 67,648 ten-minute periods or a minimum SF of approximately 1.5 × 10&8.  We note that, unlike what 

one might expect from inertial-range turbulence, the curves of extreme 𝑃(�̇�))) at both heights cannot be collapsed through a 

simple relation in terms of filter scale 𝑓(; scaling the 1% most extreme 𝑃(�̇�))) by a factor 𝑓(*.:# causes coincidence of only 

the 𝑓( =1/3 and 1/30 Hz curves at 100 m height, and the 𝑓( =1/3 and 1/10 Hz curves at 160 m height (not shown).  We 

expect this because different mechanisms, with different timescales, are responsible for extreme flow-acceleration events at 290 

different heights due to the relative distance to the capping inversion; this is examined later in Section 3.3.2.  

 
Table 2: Fitted log-normal distribution parameters for extrapolation of highest (extreme) accelerations. 

 𝑓( = 1/30	Hz 𝑓( = 0.1	Hz 𝑓( = 1/3	Hz 

{𝜇7 , 𝜎7} at 100 m height: {−1.9, 0.37} {−0.75, 0.21} {0.0, 0.24} 

{𝜇7 , 𝜎7} at 160 m height: {−2.1, 0.41} {−1.02, 0.25} {−0.15, 0.22} 

 

   The joint distribution of 10-minute �̇�)) and mean wind speed, i.e., 𝑃(�̇�)), 𝑈), gives more information about the character of 295 

streamwise load-driving accelerations; this shown in Figure 5 for the measurements from 100 m height, for filter scales of 

0.1 Hz and 1/3 Hz.  We note that essentially the same plots result for 160 m height (not shown), though with slightly smaller 

accelerations.  The figure indicates that stronger �̇�)) generally occur for higher wind speeds. The most commonly occurring 

10-minute filtered �̇�)) exhibit an exponential dependence on wind speed: the mode conditional on speed is described by 

Mo{�̇�))|𝑈} ≈ 𝑎;<	𝑒&(=/=&') where 𝑈;< ≃ 9	m	s&$ and 𝑎;< ≃ 0.3 ⋅ Mo{�̇�))}, which for the cases at z = 100 m in Figure 5 is 300 

𝑎;<|>(?*.$@A ≈ 0.11	m	s&# and 𝑎;<|>(?$/4@A ≈ 0.25	m	s&#.  The 90th and 99th percentile of �̇�)) conditioned on U are seen to 

grow approximately linearly with U, while the 99.9th percentile of 𝑃(�̇�))|𝑈) grows more slowly with speed. Nevertheless, no 

clear speed dependence for the most extreme �̇�)) has been found (at either height), as seen in Figure 5. One might assume 

this to be a sampling artifact and presume extreme �̇�)) to grow with U like the 99.9th percentile of 𝑃(�̇�))|𝑈); however, as will 

be seen below in section 3.3, the timeseries for the most extreme �̇�)) show that the largest flow accelerations can be separate 305 

from the ‘background’ flow or turbulence.  Furthermore, the slower growth of the top 0.1% of 𝑃(�̇�))|𝑈) with U compared to 

the top 1% of 𝑃(�̇�))|𝑈) implies that the more extreme accelerations will have a weaker dependence on wind speed, and we 

also see in the figure that a larger number of extreme events occur between 14–16 m s–1 compared to 12–14 m s–1; thus it 

appears most likely that extreme �̇�)) are essentially independent of wind speed at these heights, for the range of speeds 

analyzed. 310 
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Figure 5.  Joint distribution of 10-minute P99 of filtered ds/dt and mean wind speed at 100m height, for low-pass filter scales of 
0.1 Hz (left) and 1/3 Hz (right). Solid line is exponential fit to the mode of �̇�𝟗𝟗 conditioned on U, gray dashed is 90th percentile, 
white dotted is 99th percentile, and color dash-dotted is 99.9th percentile of 𝑷(�̇�𝟗𝟗|𝑼). 

 315 

The long-term behavior of �̇�)), considering its potential relation to turbine loads, can be further examined in terms of the 

commonly used 10-minute standard deviation of wind speed 𝜎! (or alternately streamwise velocity 𝜎").  Figure 6 shows the 

joint distribution 𝑃(�̇�))	, 𝜎!)  for low-pass filter scales 𝑓(  of 0.1 Hz and 1/3 Hz, at both 100 m and 160 m heights. The 

correlation of all {�̇�))	, 𝜎!} are found to range from 0.73 for 𝑓( = 1/3 Hz to 0.83 for 𝑓( = 1/30 Hz, with commonly occurring 

�̇�))	  and 𝜎!	exhibiting yet higher correlation; the plots exhibit a simple monotonic dependence of �̇�))	on 𝜎!  around the 320 

conditional mode of �̇�))|𝜎!. For values of 𝜎! between 0.4 and 1.3 m s (where the jCDF is between roughly 5% and 95%, i.e., 

rejecting less common joint values) the mode follows a power-law, Mo{�̇�))|𝜎!} ≈ 𝑐3𝜎!
B, where 𝛽 ranges from 0.75 to 0.8 for 

the range of 𝑓( and heights analyzed; the constant is 𝑐3 ≈ 1.1 for 𝑓( = 1/3 Hz and 𝑐3 ≈ 0.4 for 𝑓( = 1/10 Hz. One could try 

to derive a similar relation based on idealized theoretical arguments, but we avoid such here; this is because we do not know 

the horizontal turbulence length scale for every 10-minute period, and additionally we would also need to account for the 325 

non-Gaussianity which commonly occurs (shown later below). The simple monotonic dependence of frequently occurring 

�̇�)) on 𝜎! and their high correlation is expected, since for typical turbulent offshore flow (over a homogeneous surface), 

larger variability in accelerations reflected by �̇�)) is connected with larger variability in speed. This result, along with the 

analogous behavior with wind speed seen in Figure 5, is also consistent with the IEC 61400-1 standard’s prescriptions for 

fatigue loads based on 𝜎! and 𝜎! ∝ 𝑈.  However, Figure 6 also shows that more extreme accelerations do not appear to 330 

exhibit a dependence on 𝜎!; although the largest �̇�)) tend to occur for  𝜎! above ~0.5 m s–1, the maximum observed �̇�)) are 

flat over the range of observed 𝜎! from 0.5 to 4 m s–1.  
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Figure 6: Joint PDFs 𝑷(�̇�𝟗𝟗, 𝝈𝒔) of all 10-minute P99 of filtered acceleration and standard deviation of wind speed, at both heights 335 
analyzed, for low-pass filter scales fc = 0.1 Hz and fc = 1/3 Hz. White lines show mode of �̇�𝟗𝟗 conditioned on 𝝈𝒔.  

 

   As noted by Larsen & Hansen (2014), for fatigue loads it is important to separate microscale wind speed variability from 

larger-scale (mesoscale) fluctuations; this is conventionally done by removing the latter through 10-minute trend removal10, 

which is simply a form of high-pass filtering. Thus we now examine the relationship between �̇�)) and high-pass filtered 𝜎!; 340 

using a second-order high-pass Butterworth filter, we remove mesoscale fluctuations in the frequency domain with a high-

pass length scale ℓC@ = 2𝜋/𝑘C@ = 2 km via Taylor’s hypothesis (𝑓C@ = 𝑈/ℓC@) as in Hannesdóttir & Kelly (2019), to get a 

“microscale” variance 𝜎!,@E for every 10-minute timeseries analyzed. Analogous to the 𝑃(�̇�)), 𝜎!) shown in Figure 6, the 

joint distribution of �̇�)) and 𝜎!,@E is displayed in Figure 7.  From the figure, we see that �̇�)) follows 𝜎!,@E more closely than it 

tracks 𝜎! . This is expected, since accelerations can be seen spectrally as a sort of high-pass filtered wind speed 345 

following Eq. 1 (i.e., multiplication of the spectrum of speeds by 𝑓#  removes trends and low-frequency fluctuations).  

Accordingly, the correlation between �̇�))  and 𝜎!,@E  is found to be 0.9±0.02, higher than between �̇�))  and 𝜎! ; 

counterintuitively, the spatial high-pass filtering also causes the {�̇�))	, 𝜎!,@E} correlation to become essentially independent 

of 𝑓C .  Furthermore, the conditional mode Moi�̇�))|𝜎!,@Ek grows almost linearly with 𝜎!,@E  (power-law with exponent 𝛽 

ranging from 0.9 to 1.03), with the linear approximation Moi�̇�))|𝜎!,@Ek ≈ 𝑐3@E𝜎!,@E having a proportionality constant11 of 350 

order 1. This is again consistent with the IEC 61400-1 prescription to use de-trended wind speed standard deviation. In 

contrast, from Figure 7 we see that extreme �̇�))	  do not exhibit a clear dependence on 𝜎!,@E , similar to Figure 6 for 

𝑃(�̇�))	, 𝜎!). However, the same level of extreme accelerations occurs over a narrower range of 𝜎!,@E compared to 𝜎!. The 

lack of clear dependence on 𝜎!,@E (as well as 𝜎!) may be due in part to limited sampling, whereby a larger data set (yet 

longer measurement period) might indicate (some) increase of extreme �̇�)) with 𝜎!,@E for 𝜎!,@E ≳ 1 m s–1.  355 

 
10 Section 11.3.4 of the IEC 61400-1 standard (2019) suggests wind speed data to be “preferably linearly de-trended”. 
11 The linear scaling constant follows 𝑐3@E ≈ Y3.8	HzF/G[𝑓(

&4/G, though there is no theoretical basis for this empirical form. 

0.5 1 2

0.5

1

2

z=100m, fc=1/3 Hz

0.5 1 2

0.5

1

2

z=160m, fc=1/3 Hz

0.5 1 2

0.2

0.5

1

z=100m, fc=1/10 Hz

0.5 1 2

0.2

0.5

1

z=160m, fc=1/10 Hz count

1

250

500

750

1000

1250

1500



 

15 
 

 
Figure 7: Joint PDFs 𝑷9�̇�𝟗𝟗, 𝝈𝒔,𝟑𝒌𝒎	𝐇𝐏𝐅: of all 10-minute P99 of filtered acceleration and standard deviation of spatially high-pass 
filtered wind speed 𝝈𝒔,𝟑𝒌𝒎	𝐇𝐏𝐅, where scales larger than 2 km are filtered out of 𝝈𝒔. As in Figure 6, results given at both heights 
analyzed for acceleration low-pass filter scales fc = 0.1 Hz and fc = 1/3 Hz. White lines show mode of �̇�𝟗𝟗 conditioned on 𝝈𝒔,𝟑𝒌𝒎	𝐇𝐏𝐅.  

 360 

   Previous works have presumed that extreme load-driving flow phenomena tend to be associated with non-Gaussian 

turbulence (e.g., Moriarty et al., 2004; Nielsen et al. 2004).2004), and due to non-stationary conditions (Chen, et al., 2007).  

However, as demonstrated in Figure 8, the observations appear to indicate the opposite, in terms of the skewness of 

horizontal speed (Sk!): the most frequently occurring values of Sk! show a modestly non-Gaussian behavior, with Sk! < 0. 

The figure displays the joint distribution of �̇�)) for 𝑓( = 1/3 Hz with skewness and kurtosis, respectively, at both 100 m and 365 

160 m heights.  Overall �̇�)) does not show a correlation with Sk!, and extreme �̇�)) are coincident with vanishing or slightly 

negative Sk! , appearing to follow from the same distribution of Sk!  as more commonly occurring values. Figure 8 also 

shows the joint distribution of �̇�)) and kurtosis of wind speed (Ku!), which indicates that �̇�)) shows no correlation with Ku!, 

and that both the most common and extreme values of 10-minute 𝑃))  of flow acceleration correspond to the Gaussian 

kurtosis value Ku! = 3.  We further note that the same qualitative results occur for �̇�)) calculated using lower 𝑓( (not shown).  370 

The lack of correlation between extreme �̇�)) and either Sk! or Ku!, as well as limited dependence of large �̇�)) on 𝜎!, suggest 

that a given extreme �̇�))  is not necessarily connected with the underlying distribution of wind speed fluctuations or 

turbulence in the associated 10-minute period. Rather, an event is caused by one or more flow phenomena that includes a 

large acceleration with duration (much) smaller than 10 minutes, which is effectively superposed on the ‘background’ flow 

and its fluctuations; this. This is confirmed directly in section 3.3.1 below, by examining observed timeseries corresponding 375 

to the largest recorded �̇�)) .; there we will also see that many extreme events are not associated with non-stationary 

conditions, i.e., there is not necessarily a jump from some lower speed to a higher one. Further, it follows that (at least some) 

extreme load-driving accelerations cannot be predicted using 10-minute statistics.  
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 380 
Figure 8: Joint PDF of P99 of low-pass filtered accelerations, with either Skewness or Kurtosis of wind speed; results shown for 
both 100 m and 160 m heights.  Logarithmic scale used for jPDF colors.  Dotted lines denote Gaussian values (Sks=0 and Kus=3). 

 

3.1.1 Vertical differences 

   Statistics of the difference in acceleration between 100 m and 160 m were also calculated using the three 𝑓( considered, 385 

including the 99th percentile of horizontal (and streamwise) accelerations. The most common 𝑃)) of Δ�̇� (including the mode) 

were found to be proportional to and ~15–30% higher than �̇�)) averaged over the two heights, with more variability found 

for lower 𝑓(. This is shown in Figure 9. The figure also shows that extreme values of 𝑃))(Δ�̇�) can be twice as large as the �̇�)) 

averaged over the two heights. However, such statistics do not account for when the respective accelerations occurred at the 

two heights within each 10-minute period. To do so requires further analysis, due to the time lag associated with the physical 390 

shape of acceleration-inducing flow structures (e.g., ramp-like events detected by Hannesdóttir et al., 2017, or inclination 

angles of cold fronts); identifying the signatures of individual events within a 10-minute period and matching these at 

multiple heights (e.g. Suomi, et al., 2015) or locations is beyond the scope of this work.  Still, the differences over a Δ𝑧 of 

60 m may lead to large flap-wise blade root bending moments for both fatigue and ultimate loads.  As with the �̇�)) 

investigated earlier, for 𝑃))(Δ�̇�) across two heights the high-pass spatially filtered standard deviation of wind speed is a 395 

reasonable surrogate for commonly occurring 𝑃))(Δ�̇�), due to the linear relationship exhibited between 𝑃))(Δ�̇�) and �̇�)) 

around the conditional mode Mo{𝑃))(Δ�̇�)|�̇�))}; this is also consistent with the IEC 61400-1 standard’s use of detrended 𝜎! 

for design-load cases that drive flap-wise bending moments. 
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Figure 9: P99 of difference in low-pass filtered accelerations between 100 m and 160 m, versus P99 of low-pass filtered accelerations 400 
averaged over the two heights (plotted joint PDF), for all three low-pass filter scales considered. Dotted white line shows 1:1 
relationship, dotted black is 2:1. 

 

   Regarding shear, we also report that there is no pattern or correlation between Δ𝑈/Δ𝑧 and 𝑃)) of Δ�̇� or �̇�. This again points 

toward accelerations that are associated with events separate from the underlying flow or turbulence (when the flow is 405 

turbulent), with the acceleration-causing events in effect superposed upon the ‘background’. 

 

3.2 Directional and transverse flow accelerations 

Following the streamwise accelerations considered in the previous sections, here we consider lateral accelerations, 

expressible through the time rate of change of direction �̇� ≡ 𝑑𝜑/𝑑𝑡. In Cartesian coordinates (denoted by subscript ‘c’) 410 

defined by the mean wind direction at a given height the direction is defined by 𝜑H ≡ arctan(𝑣(/𝑢(), which gives �̇� =

�̇�H𝑢[1 + (𝑣/𝑢)#] + �̇�𝑣/𝑢 = (�̇�H𝑠# + �̇�𝑣)/𝑢; using units of radians per second for �̇� then gives �̇� in the conventional unit 

of acceleration, m s–2. In the coordinate system used in wind energy (based on incoming wind direction, increasing 

clockwise) one then has �̇� = −�̇�H so that �̇� = (−�̇�𝑠# + �̇�𝑣)/𝑢.  Since the horizontal acceleration 𝑑Y√𝑢# + 𝑣#[/𝑑𝑡 can be 

written as   415 

 �̇� = (�̇�𝑢 + �̇�𝑣)/𝑠,            (3) 

one can then express the lateral component of acceleration as 

 �̇� = (−�̇�𝑢 + �̇�𝑣/𝑠) 	= 	 (−�̇�𝑠 cos𝜑 + �̇� sin𝜑)         (4) 

and the streamwise component as 

 �̇� = (�̇�𝑢/𝑠 − �̇�𝑣) = 	 (�̇� cos𝜑 − �̇�𝑠 sin𝜑).          (5) 420 

 Typically, 𝑣/𝑢 ≪ 1 so that �̇� ≃ −�̇�𝑢 ≈ −�̇�𝑠, though for strong lateral fluctuations or low wind speeds this approximation 

might be expected to become inaccurate. However, for the range of wind speeds considered here (8–18 m s–1) and noting that 
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we will be using statistics of the strongest 1% of accelerations from each 10-minute period (denoted �̇�))), this approximation 

becomes reasonable.12  The strongest 1% of �̇� can be either positive or negative, since it is found that the top 1% leftward 

and rightward accelerations in a given 10-minute period are on average the same (symmetric), i.e. flipping the sign of �̇� we 425 

find its CDF above 0.99 (or SF below 0.01, i.e., the top 1%) is unchanged.  

   As with �̇� analyzed above, the quantity �̇� is calculated in the Fourier domain to avoid spurious values that can arise due to 

finite-differencing. We again apply a spatial 2nd-order Butterworth high-pass filter via Taylor’s hypothesis with filter 

frequency 𝑓( = 𝑈/2	km, to decompose the standard deviation 𝜎'  into mesoscale and microscale components, where the 

Yamartino (1984) method is employed to calculate standard deviations of direction.  430 

   Like 𝜎! , the 10-minute standard deviation of direction 𝜎'  is dictated most often by fluctuations having spatial extents 

smaller than 2 km (microscale), with a minority of cases having larger-scale fluctuations dominate. On the other hand, strong 

variability in speed or direction at rotor heights (here 100–160 m) tends to be more associated with mesoscale structures — 

and not microscale turbulence. This is shown by the left-hand plots in Figure 10, which indicate that for 𝜎' ≳ 10° the 

mesoscale portion of 𝜎' (larger than 2 km) exceeds the microscale part of 𝜎', and similarly for 𝜎! ≳ 2	m	s&$ the mesoscale 435 

part of 𝜎! exceeds the microscale part. However, this is not the case for the dominant accelerations, as demonstrated by the 

right-hand plots of Figure 10, which visualize the statistics of 10-minute P99 of temporally low-pass filtered �̇� (i.e., �̇�)), third 

plot) and directional acceleration (approximated13 via �̇�𝑈, right-most plot). The plots show that there is little correlation 

between these 𝑃)) and 𝜎',;IJK/𝜎',;LCMK, with the extreme accelerations particularly independent of 𝜎',;IJK/𝜎',;LCMK. This is 

consistent with extreme flow accelerations having temporal scales longer than ~3 s but shorter than ~2 minutes (via Taylor’s 440 

hypothesis, 2 km divided by the highest speeds analyzed 18 m s–1). The results shown in Figure 10 are for 𝑓( = 1/3 Hz at 

100 m height, but the same results occur at 160 m height and for the other 𝑓( (0.1 Hz and 1/30 Hz) for which �̇�)) and �̇�)) 

were calculated.  

 
12 The approximation is found to be valid within 15% for the largest observed lateral acceleration events (�̇�))) using 3d sonic 
anemometer data at 80 m height, and it gives an error smaller than 5% for 325 of the top 360 events (c.f. section 3.3). 
13 Since our large dataset calculated 𝑃))(�̇�) but not 𝑃))(�̇�𝑢) or 𝑃))(�̇�𝑠), we approximate using �̇�))𝑈, whose statistics are 
nearly the same as 𝑃))(�̇�𝑢), also consistent with the relatively small skewness of u exhibited during large �̇� events.   
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Figure 10: Joint behavior (as jPDFs) with ratio of mesoscale (>2km) to microscale (<2km) directional variability.  Left: ratio of 445 
respective mesoscale to microscale standard deviations versus 𝝈𝒔 and 𝝈𝝋;  right: 𝑷𝟗𝟗 of accelerations and corresponding ratio 
𝝈𝐦𝐞𝐬𝐨/𝝈𝐦𝐢𝐜𝐫𝐨.  Dotted line indicates 𝝈𝐬,𝐦𝐞𝐬𝐨/𝝈𝐬,𝐦𝐢𝐜𝐫𝐨 = 𝟏 and 𝝈𝝋,𝐦𝐞𝐬𝐨/𝝈𝝋,𝐦𝐢𝐜𝐫𝐨 = 𝟏. 

 

  In contrast to �̇�)) or streamwise accelerations, �̇�)) does not exhibit a wind speed dependence; however, the directional 

accelerations and �̇�))𝑈 ≈ �̇�)) do have a dependence on U, analogous to that of �̇�)) (and presumably �̇�))). This is shown in 450 

the two left-hand plots of Figure 11 for 𝑧 = 160 m and 𝑓( = 0.1 Hz, with the same behavior also observed at 100 m height 

for all 𝑓( (not shown). In essence, the mode and commonly observed values of �̇�))𝑈 (and thus �̇�))) increase linearly with 

mean wind speed 𝑈, while extreme values of �̇�))𝑈 lack any dependence on wind speed. The right-hand plot of Figure 11 

also shows that, analogous to the joint behavior of �̇�)) with 𝜎! and 𝜎!,;LCMK, the envelope of possible lateral accelerations 

represented by �̇�))𝑈  increase proportionally with the microscale part of standard deviation of direction, 𝜎',;LCMK  (less 455 

precisely with 𝜎' , not depicted) with extreme �̇�))𝑈  having a limited dependence on 𝜎',;LCMK  (or 𝜎' ), though possibly 

increasing with 𝜎',;LCMK  but limited by sampling similar to how 𝑃Y�̇�)), 𝜎!,;LCMK[  was. In contrast to Mo{�̇�))|𝜎!}  and its 

relationship with 𝜎! , the most common directional accelerations and conditional mode Moi�̇�))𝑈�𝜎'k  appear to be 

independent of 𝜎'.  
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 460 
Figure 11: Joint distributions of rate of change of wind direction and lateral acceleration with mean wind speed and microscale 
variability of direction (scales less than ~2 km). Dotted white line in 𝑷(�̇�𝟗𝟗𝑼,𝑼) shows linear relationship around the conditional 
mode 𝐌𝐨{�̇�𝟗𝟗𝑼|𝑼}. 

 

   The joint behavior of lateral and streamwise flow accelerations is shown in Figure 12, which gives 𝑃(�̇�)), �̇�))𝑈) at both 465 

100 m and 160 m heights, for 𝑓( =1/10 Hz and 1/3 Hz. From the figure we see that for 𝑓( =1/10 Hz the most commonly 

occurring conditions have 𝑃)) of streamwise and lateral accelerations to be approximately equal, whereas for the higher filter 

frequency of 𝑓( =1/3 Hz we see for common conditions the lateral P99 of accelerations exceed the streamwise. This is likely 

because inertial-range turbulence is not filtered out for 𝑓( =1/3 Hz (with crosswind fluctuations being 4/3 larger than the 

lateral ones at the smallest scales). Using more severe low-pass filtering, with 𝑓( = 1/30 Hz (not shown) the opposite trend 470 

occurs and the most frequently occurring conditions have larger �̇�)) than �̇�))𝑈. Regarding the less common and extreme 

acceleration values, the plots in Figure 12 are made with linear axes to illustrate how the variability load-driving 

accelerations increases; but we note that when plotted using log-log axes, the joint PDFs resemble those in Figure 6, Figure 7 

and Figure 9; i.e., the joint variability around the mode (width of the jPDF envelope perpendicular to the 1:1 line) is 

relatively constant in log-space, scaling geometrically and consistent with log-normal distributions. The extreme 475 

accelerations do not exhibit a clear trend, but one can see that a fraction of extreme events involve both streamwise and 

lateral components. Further, comparing the extreme values between the plots of Figure 12 one can see that for different 𝑓( 

(again corresponding to different turbine/controller response times) then different events comprise the extremes. Some 

extremes with durations shorter than 10 s appear for 𝑓( = 1/3  Hz but are filtered out for 𝑓( =1/10 Hz, particularly 

streamwise events without significant lateral accelerations. Recalling that the lateral 10-minute 𝑃)) of acceleration �̇�)) may 480 

be approximated by �̇�))𝑈 and analogously the streamwise �̇�)) approximated by �̇�)), we point out that the “missing” pieces 

(�̇�)) − �̇�))𝑈 and �̇�)) − �̇�)), respectively) are not only small, but also behave similarly, so that a bias is not expected in the 

joint variations shown in Figure 12. In the next section we will show how this looks for a sample joint extreme event, along 

with the strongest flow acceleration events measured over the 1715 years of observations. Since three-dimensional sonic 
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anemometer recordings were available only at 80 m for most of the measurement period, our extensive set of calculations 485 

were made using �̇�))  and �̇�)) ; future work includes re-calculation to obtain filtered �̇�))  and �̇�))  via combination of the 

anemometer and wind vane measurements, as these cannot be obtained through post-processing of the data used and results 

reported here.  

 
Figure 12: joint PDF of 99th percentile of directional and horizontal flow accelerations, calculated as  �̇�𝑼 and  �̇�, respectively; 490 
plotted at both 100 m and 160 m heights, for characteristic response times (𝒇𝒄&𝟏) of 10 s (left) and 3 s (right).  Note linear axes are 
used here; log-log plots give jPDF shapes similar to those shown in Figs. 6,7, and 9. Dashed white line indicates 1:1 relation. 

 

3.3 Extreme flow accelerations 

3.3.1 ‘Anatomy’ of an extreme event 495 

To gain insight into what happens during an extreme acceleration event, we examine the acceleration components and wind 

speed together during a period containing such an event. Figure 13 shows the 10-minute segment for which the largest �̇�)) 

with low-pass filter scale of 0.1 Hz was found for 10-minute mean speeds in the range 11–12 m s–1 at 100 m height, 

i.e. maxi�̇�))|(11 ≤ 𝑈 < 12	m	s&$)>(?*.$	@A	k; this was also the second strongest �̇�)) in this U-bin for 𝑓( =	1/3 Hz, and the 

plots in the figure show results using 𝑓( =	1/3 Hz.  This extreme event was chosen not only due to its magnitude, but also 500 

because it happened during a limited time for which additional concurrent data was available: three-dimensional sonic 

anemometer data from 100 m and 160 m height on the same mast (denoted “LM,” which hosts the cup anemometers and 

wind vanes whose data we have presented thus far), as well as at z=80 m from a second mast (“MM”) located 400 m to the 

south.  The upper-left plot of Figure 13 shows the “path” of {�̇�, �̇�}, i.e. the evolution of vector acceleration, measured by 3d 

sonic anemometer with sample rate 𝑓J = 20 Hz.  For comparison the upper-middle plot of the figure shows �̇� with the 505 

directional acceleration (as �̇�𝑈) calculated using the same 3d anemometer.  Several extreme flow accelerations are seen to 

occur, ranging from lateral to streamwise relative to the 10-minute mean wind direction, with �̇�  and �̇�  having similar 

maximum amplitudes.  Comparing the {�̇�, �̇�} and {�̇�, �̇�𝑈} paths we see they are nearly identical, with slight distortions in the 
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lateral estimate �̇�𝑈 as expected and discussed following (4).14 The largest excursions only indirectly affect the 99th percentile 

values of filtered accelerations, since �̇�)) corresponds to the 120th largest value of �̇� in a 10-minute period for 𝑓J = 20 Hz 510 

(and 60th largest value for cup anemometers with 𝑓J = 10 Hz); while the maxima of filtered �̇� and �̇� exceed 3 m s–2 for the 

case shown in the figure, �̇�)) = 1.6 m s–2 and �̇�)) = 1.5 m s–2 for 𝑓( =1/3 Hz.  The upper right-hand plot of Figure 13 

displays the evolution of filtered acceleration with speed s, given as a joint-PDF to additionally indicate the distribution of 

speeds during the 10 minutes; the path of {𝑠, �̇�}  evolves counterclockwise ( �̇� > 0  leads to increasing speed, �̇� < 0  to 

decreasing speed).  We also see that �̇� > �̇�)) occurs across a range of wind speeds from ~8–15 m s–1, with the largest �̇� 515 

involving a jump from ~8 to 12 m s–1.  In this 10-minute period having 𝜎! = 1.5 m s–1, the speed varies far beyond the 

11-12 m s–1 range defining the conditional mean; 𝑠 <11 m s–1 for nearly half the period, and 𝑠 >13 m s–1 for more than 

one minute, with s repeatedly crossing typical rated speed (ca. 12 m s–1 for multi-megawatt turbines). This is further 

illustrated in the middle plot, which displays the timeseries of speed and vertical velocity at 100 m and 160 m. It shows that 

similar speeds (and ranges of �̇�) occur at 100 m and 160 m heights, though sometimes �̇�|N?$:*; has the opposite sign as 520 

�̇�|N?$**;; this is related to significant vertical motions (|𝑤| > 1	m	s&$) occurring at both heights, with a time lag (along 

with small direction changes). The middle plot also displays 𝑠(𝑡) from a cup anemometer at 100 m height on the same boom 

as the sonic anemometer, separated by about 5 m in the N-S direction; from it we see that the cup records nearly the same 

speed and does not exhibit the “overspeeding” that can occur due to large lateral velocity variance for some cup 

anemometers (Kristensen, 1998), despite the occurrence of large cross-wind accelerations, including some where �̇� > �̇�. 525 

 
14 We remind that this article focuses on streamwise extremes via �̇�: cup anemometers are industrially the most used type, 
and the processing of �̇� from a cup is simpler than combining filtered signals from a cup and wind vane mounted with some 
distance between them. Again, the evaluation of �̇�)) and its extremes is the subject of ongoing work.  
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Figure 13: "anatomy" of a 10-minute period of extreme �̇�𝟗𝟗 at height of 100 m with low-pass filter scale 𝒇𝒄 =1/3 Hz. Top left: path 
of horizontal acceleration vector from sonic anemometer; top center: path of {𝒔,̇ �̇�𝑼} from sonic; top right: path of �̇� and speed s, 
plotted as joint PDF; center: timeseries of low-pass filtered speed and vertical velocity component (sonic at 100m is purple, sonic at 
160m is orange, cup at 100m is dotted gray); bottom left: �̇� at 100m height from cup and sonic anemometers; bottom center: �̇� 530 
from two masts separated by ca. 400m, with z=80m and z=100m; bottom right: filtered acceleration components {�̇�, �̇�} at 100m. 

 

   The lower-left plot of Figure 13 shows filtered �̇� from the cup and sonic anemometers at 100 m, and their evolution 

together indicates that both anemometers are essentially measuring the same magnitudes of filtered acceleration, though with 

slightly larger |�̇�| from the cup for the most extreme �̇� that occurred around 𝑡 ≃200–210 s. The correlation function between 535 
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them gives no persistent time lag, which is consistent with the anemometer separation being perpendicular to the wind 

direction of ~270°±15° recorded for this case; the flow structures passing the mast appear to have lateral dimensions greater 

than 5 m and pass the sensors at 𝑧 =100 m simultaneously.  The lower-middle plot of Figure 13 shows the mutual ‘path’ of 

filtered �̇� from the sonic anemometers at 80 m height from the mast 400 m to the south (‘MM’) and at z = 100 m on the main 

mast (‘LM’) used thus far.  The accelerations are effectively uncorrelated, though a persistent cross-correlation (𝜌 > 0.6) 540 

between the speeds is found for lags of ~50–100 s, suggesting that the flow structures have lateral extents of at least 400 m 

and yet larger streamwise extent (via Taylor’s hypothesis), possibly propagating at an angle relative to the mean wind or 

evolving at different rates in the crosswind direction.  The existence of significant vertical accelerations is shown in the 

lower-right plot of Figure 13 from the sonic anemometer at 100 m, with the extreme magnitudes of �̇� exceeding those of �̇�; 

these are essentially uncorrelated statistically, but one can see from the {�̇�, �̇�} plot that during the extreme jumps in wind 545 

speed they are sometimes related (with varying lag), also noting such from the timeseries.  

 

3.3.2 Long-term extreme statistics: a collection of phenomena  

The 10 most extreme acceleration magnitude events were detected per each 1 m s–1 increment of 10-minute mean wind speed 

between 8–17 m s–1, at both 100 m and 160 m heights; i.e., 180 streamwise acceleration events (10 events × 9 speed “bins” × 550 

2 heights) were found, with the corresponding 10-minute timeseries of speed and direction saved for use in constrained 

turbulence simulations to drive aeroelastic loads calculations (McWilliam et al., 2023a).15  The timeseries 𝑠(𝑡) for the most 

extreme �̇�)) in each U ‘bin’ are shown in Figure 14, for a low-pass filter frequency of 0.1 Hz; likewise, 𝑠(𝑡) for the top 

events found using 𝑓( =1/3 Hz are also shown in ..  

 
15 Similarly, 180 directional extreme events were found; however, their analysis is left for subsequent work due to the 
recalculations needed, as mentioned in Sect. 3.2. 
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Figure 14: pairs of 10-minute timeseries s(t), for the most extreme acceleration events in each 1 m s–1 wind speed bin for low-pass 
filter scale of 0.1 Hz.  Left: 100m events (purple sz=s|100m , dashed-orange sz=s|160m); right: 160 m events (blue sz=s||160m, green 
sz=dashed-red s|100m).  
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 560 
Figure : pairs of 10-minute timeseries s(t), for the most extreme acceleration events in each 1 m s–1 wind speed bin for low-pass 
filter scale of 1/3 Hz.  Left: 100m events (purple sz=100m , orange sz=160m); right: 160 m events (blue sz=160m, green sz=100m). 

 

 

   The most extreme events detected at 100 m were different than those at 160 m, and the top �̇�)) periods detected with 565 

𝑓( =0.1/3 Hz are generally different than those found when 𝑓( =0.1/3 Hz. (not shown). However, we note that for a given U 

the most extreme event at one height and 𝑓( is often one of the most 10 extreme events found for another {𝑧, 𝑓(}, such as the 

case shown previously in Figure 13. As can be inferred from the timeseries shown in Figure 14–, a number of different 

qualitative properties and corresponding meteorological phenomena are associated with these extreme events.  First, for 

some of the 100 m events (left-side plots in Figure 14–) one can see that the corresponding 160 m speeds are either constant 570 

or look like a smoother ‘version’ of 𝑠(𝑡) at 100 m, particularly for smaller mean speed bins (below typical rated speeds).  

These correspond to shallow ABL depths that can occur during winter or nighttime in non-tropical climates (e.g., Liu & 

Liang, 2010; Kelly et al., 2014), where the anemometer at 160 m height is near or within the stable inversion where 

turbulence is suppressed.  The cases where 𝑠$:*	;  follows 𝑠$**	;  tend to correspond to being just below the inversion, 

associated with breaking gravity waves or wave-turbulence (Finnigan et al., 1984; Einaudi & Finnigan, 1993) as in the top 575 

case for 𝑓( =0.1 Hz in the wind speed range 8 < 𝑈$**	; ≤ 9 m s–1 or entrainment-zone turbulence (Otte & Wyngaard, 2001) 
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as in the 14 < 𝑈 ≤ 15 m s–1 cases for both heights16  with 𝑓( =0.1 Hz (Figure 14).  The cases with ‘flat’ 𝑈$:*	;  likely 

correspond to shallow ABL depths below 160 m having sufficiently strong capping inversions such that turbulence is 

suppressed.  At higher speeds (above ~11 m s–1) the extreme acceleration events at 100 m also tended to be accompanied by 

significant accelerations at 160 m, which is consistent with the irregular spatial structure of the ABL-capping 580 

inversion (Sullivan et al., 1998).  Unfortunately, consistent ceilometer data from Høvsøre were not available to quantify the 

ABL depths during these periods with extreme �̇�)).  

   For the top extreme events detected at 160 m (right-hand plots of Figure 14–), the acceleration-associated jumps in wind 

speed were mostly accompanied by similar fluctuations at 100 m, consistent with ABL depths near 160 m.  Further, for some 

of these events one can also see steady winds before or after the jumps, commensurate with inversion depths fluctuating 585 

across this height.  For several speeds there was also non-stationarity at both 100 m and 160 m occurring during daytime 

hours, consistent with frontal passage; this included two wind speed ramp events (as in e.g. Kelly et al., 2021)..  

   Further identification of these events and confirmation of their driving mechanisms may be accomplished through analysis 

of mesoscale simulations for the site, which is left for future work.  Timeseries of the top 10 events in each mean-speed bin 

for 𝑓( = 0.1 Hz were provided to and used by McWilliam et al. (2023b) for aeroelastic simulations, along with Mann-model 590 

turbulence parameters corresponding to each respective period found from the cup-vane combinations via a new method (see 

Appendix A). The timeseries in that dataset were provided as 1 Hz (down-sampled from 10 Hz) records of speed, direction, 

streamwise velocity component, and lateral velocity component, at both 100 m and 160 m heights; the reader may obtain 

these from the reference dataset of McWilliam et al. (2023a).  

 595 

3.4 Load-driving accelerations, from fatigue to ultimate 

Towards practical use and enabling comparison with wind turbine standards, the behavior of dominant filtered accelerations 

have been examined via the top 1% per every 10-minute period, i.e., using �̇�)) and �̇�)); this includes statistics conditional on 

the mean wind speeds U and the corresponding standard deviation (𝜎! or 𝜎'), as described in the previous sections. The most 

common values of horizontal (streamwise) and directional (lateral) 99th-percentile accelerations, calculated here via �̇�)) and 600 

�̇�))𝑠, are presumably what drive some fatigue loads on wind turbines, particularly thrust-based loads such as flap-wise root 

bending moment and tower base fore-aft moment (Frandsen, 2007; Kelly et al., 2021). Although the most commonly 

occurring �̇�))  have been shown above to be analytically describable through the conditional modes Mo{�̇�))|𝑈}  and 

Mo{�̇�))|𝜎!}, current industrial practices and the IEC 61400-1 standard already prescribe fatigue-testing design load cases 

(DLCs) in terms of 𝑈 and 𝜎! . Due to the latter, since we find that Mo{�̇�))|𝑈} and Mo{�̇�))|𝜎!} monotonically follow the 605 

 
16 Note offshore convective cells could give a similar signature in windspeed timeseries (e.g., Agee, 1987; Vincent et al., 
2012). However, these were ruled out via concurrent 𝑤(𝑡) available from 3d sonic anemometer for these cases (not shown), 
which gave no evidence of vertical motions associated with cellular convection. 
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behavior of 𝑈 and 𝜎!, while Mo{𝑈�̇�))} is independent of 𝜎' which is ignored by the standard, then employing acceleration 

statistics for fatigue loads might have limited usefulness. This is underlined also by the most common 𝑈�̇�))  linearly 

following �̇�)) while the IEC 61400-1 (§6.3.1) also prescribes the lateral turbulence strength 𝜎O  to be proportional to the 

streamwise (𝜎"), though the ratio of 𝜎O  to 𝜎"  prescribed for fatigue DLC’s is different than the ratio of most common 

𝑈�̇�))/�̇�))  found here. The latter aspect, and specifically �̇�))/�̇�)) , is the subject of future work (as more extensive 610 

calculations are needed for such).  The magnitudes of extreme lateral acceleration estimates found here were also used by 

Hannesdóttir et al. (2023) in aeroelastic simulations for coherent gusts having extreme directional changes, who determined 

that they induce loads much weaker than those arising from the 61400-1 standard’s prescriptions. Because of this, we do not 

further pursue lateral extremes here, leaving for future work more accurate calculation of them via statistics of explicitly 

calculated �̇�)) (via eqn. 3, not approximations such as 𝑠�̇�)) or 𝑈�̇�))).  615 

   On the other hand, the extreme �̇�)) were shown above to have behavior differing from IEC prescriptions, notably lacking a 

discernable dependence on wind speed or a strong correlation with 𝜎!. We remind that Kelly et al. (2021) found wind speed 

ramps crossing rated speed with Δ𝑠/Δ𝑡 near 0.5 m s–2 can exceed DLC1.3 of the 61400-1, and this acceleration magnitude is 

smaller than the top tenth of �̇�))|>(?*.$	@A values found here for speeds above 11–12 m s–1. Further, McWilliam et al. (2023b) 

performed a Monte Carlo set of aeroelastic simulations driven by constrained turbulence according to the �̇�)) reported here, 620 

and found some modelled loads exceeded the 64100-1 prescriptions.  Thus the �̇�)) extremes are worth further consideration.  

   For consideration of extreme accelerations and their potential effects on loads and control, we return to the long-term 

statistics of �̇�)) , reminding that the largest �̇�))  were found in Section 3.1 to follow a log-normal distribution (2) with 

parameters shown in Table 2. The cumulative distribution function (CDF) is obtained by integrating (2); then inverting this 

CDF, the value �̇�)) corresponding to a given value of the CDF, also called the quantile q, can be expressed as  625 

  �̇�))|7(𝑞) = 	 expH𝜇7 − √2	𝜎7 erf&$(1 − 2𝑞)L	       (6) 

where erf&$(1 − 2𝑞) is the inverse of the error function17 (Abramowitz & Stegun, 1972) evaluated at 1 − 2𝑞. Accounting 

for the fraction of observations covered by the range of speeds considered and the total length of the dataset, noting also that 

𝑞 = 1 − 𝑇*/𝑇MIP for a base period 𝑇* and return period 𝑇MIP we can use (6) to get the �̇�)) expected for a given 𝑇MIP.  Doing so, 

from the parameters listed in Table 2 we can then estimate the expected 10-minute �̇�)) for a given filter scale (turbine 630 

response time), over longer periods; this is displayed in Figure 15, which gives the expected �̇�)) for the three low-pass filter 

frequencies (characteristic turbine response times) and two heights considered. The primary lines represent a base period of 

39 minutes, equal to 10 minutes scaled by the rate of occurrence of directions considered within the range of speeds analyzed 

divided by the fraction of data satisfying the selection criteria outlined in section 2; i.e., it is the ratio of total timespan to the 

number of samples used, scaled by the fraction of winds within 8 < 𝑈 < 18 m s–1 that occur from offshore directions.  635 

 
17 Note the inverse error function expression can be written more compactly in terms of the inverse of the complementary 
error function, i.e., erf&8(1 − 2𝑞) = erf𝑐&8(2𝑞); this is sometimes reported in the literature instead. 
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Figure 15: maximum filtered acceleration expected: Expected �̇�𝟗𝟗  per return period t, for the three different filter scales 
considered and two heights analyzed.  For each case, thick lines correspond to 𝑻𝐛𝐚𝐬𝐞 ≃ 𝟑𝟗 minutes (total timespan divided by 
number of samples); shaded areas and thin lines around each case show range for base-periods varying from 10–119 minutes (see 
text for explanation). 640 

To demonstrate the largest possible variation due to definition of the base period 𝑇*, Figure 15 also shows bands around each 

line, which may overlap and are thus bounded by thin lines corresponding to the style of each case (e.g., dotted for 𝑓C =

0.1  Hz at 𝑧 =160 m). The bands show the range of expected extreme �̇�))  resulting from base periods ranging from 

10 minutes to 119 minutes, where the latter corresponds to neglect of the directional rate of occurrence. For the shortest 

response timescale (highest filter scale, 𝑓C = 1/3 Hz) we see a variation of about ±6% for 50-year �̇�)), but note that this is 645 

the upper limit of uncertainty expected due to base-period representativity. One sees quite dramatically that higher 𝑓C (shorter 

turbine reaction timescales) give significantly larger 99th-percentile flow accelerations, more than a factor of two when 

comparing 𝑓J of 1/3 Hz and 1/10 Hz. Further, a larger difference is seen between z=100 m and z=160 m for 𝑓J = 1/3 Hz 

compared to slower response times (higher 𝑓C ), with stronger �̇�))  at z=100 m, due to significant accelerations having 

characteristic sizes of roughly 30–50 m; more analysis needs to be done at higher z to determine if this trend reverses.  650 

   We remind that the expected extreme accelerations in Figure 15 correspond to the range of wind speeds (8–18 m s–1) at the 

two heights (z = 100 m, 160 m) considered; there was no apparent dependence on wind speed as shown in Figure 5, though 

the largest �̇�))  occurred for 10 < 𝑈 ≲ 15	m	s&$ , which coincides with the most common 10-minute mean wind speeds 

observed around the long term mean (at 100 m the most common speed was 9.6 m s–1, the mean was 10.6 m s–1, the CDF at 

15 m s–1 was 0.83). We do not calculate contours of expected 50-year 𝑃(�̇�))	, 𝑈), due to not yet having analyzed cases below 655 

8 m s–1 or above 18 m s–1, and because the directional limitations of this coastal site limited the overall number of offshore 
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winds sampled; this causes difficulty in fitting conditional extreme distributions, and larger uncertainty relative to finding the 

marginal distribution. A larger offshore dataset would be needed to make such two-dimensional 50-year contours.  

 

4 Discussion and conclusions 660 

From all low-pass filtered 10-minute �̇�)) found for offshore flow over a 17-year period at the coastal Høvsøre site, the largest 

observed flow accelerations correspond to events having durations longer than the reciprocal of filter scales chosen (𝑓(&$).  

These are long enough to significantly affect wind turbine loads for turbines with characteristic controller/response times of 

𝑓(&$ (or shorter), if the transverse spatial scales of the flow structures are sufficiently large. Invoking Taylor’s hypothesis to 

get a crude estimate, the streamwise length scales would be on the order of the product of mean speed and duration, giving 665 

gust widths of ~25–35 m for 𝑓(&$ = 3 s and beyond 250 m for 𝑓(&$ = 30 s; for roughly isotropic disturbances, assuming the 

transverse extent is similar, this is easily large enough to affect conventional turbine blades and associated thrust-based 

loads. Further, for some extreme acceleration-inducing flow mechanisms, such as cold-front passage or breaking gravity 

waves associated with the capping inversion, one expects the transverse extent to be much longer than the streamwise one.  

Larger �̇�)) tend to correspond to shorter event durations, with larger amplitude �̇�)) associated with higher 𝑓( (faster turbine 670 

response); this implies length scales roughly as small as the minimum gust widths noted above, thus for typical offshore 

turbine blade lengths (> ~50 m), for effective turbine response times of 𝑓(&$ = 3 s, the shortest extreme gusts’ effect on loads 

could either be mitigated somewhat (e.g., as in load-shedding approaching rated speed via fast controller) or possibly induce 

larger blade loads (e.g., flap-wise bending moments) due to a single blade being impacted.  

      It is remarkable that the growth of wind turbines in recent years — both hub heights and blade lengths — has not only 675 

caused offshore turbine loads to become increasingly impacted by upper-ABL phenomena (more so than surface-induced 

turbulence), but additionally that the character of extreme events has changed, due in part to the different physical scales of 

extreme transients above the marine surface layer. Also notable is the variety of diverse signatures exhibited by the extreme 

acceleration events at 100 m and 160 m heights.  The identified events indicate both turbulent and non-turbulent flow 

regimes, including some associated with the stable capping inversion above shallow ABLs; the latter include phenomena 680 

such as breaking gravity waves, wave-turbulence, entrainment outbreaks, and ‘top-down’ intrusions, while we also noted 

extremes associated with frontal passages and other phenomena that have limited association with the ABL-top (e.g., borders 

between strong coherent structures).  

     Statistically, stronger filtered accelerations were found at 100 m height compared to 160 m, across all wind speeds and 

including the extremes, for the offshore flow considered at Høvsøre.  One might expect interaction with the sea surface to be 685 

responsible for this, but the most extreme events are not generally turbulent, especially for 𝑓( ≤ 1/10 Hz; for 𝑓( = 1/3 Hz 

some (more) turbulence is seen, implying at higher 𝑓( (faster response times) the surface may have more impact.  The effect 

of the strip of land between mast and the ocean is also irrelevant at these heights, as choosing to analyze speeds above 

8 m s&$ also removes significantly unstable conditions (which could otherwise cause ground effect via mixing).  Further 
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investigation at more offshore sites and heights can help clarify this aspect.  Though speeds from ~6–8 m s–1 are moderately 690 

common, 10-minute mean wind speeds below 8 m s–1 were ignored because transients at lower speeds (further from rated 

speed) generally have less impact on loads (Dimitrov et al., 2018; Kelly et al., 2021), and to avoid the coastal effects in 

unstable conditions; this is further justified by our finding that extreme accelerations for 𝑈 ≲11 m s–1 are appreciably smaller 

than those with 𝑈 ≳11 m s–1 (Figure 5), while mean speeds between 8 ≲ 𝑈 ≲11 m s–1 occur more frequently than those 

above 11 m s–1.  If we included lower speeds and a dependence of extreme �̇�)) decreasing at smaller 𝑈, then use of the 695 

marginal extreme distribution and associated statistical extrapolation (Figure 15) would give lower predictions of extreme 

acceleration at mean wind speeds below ~11 m s–1.  No U-dependence was found for extremes approaching the high end of 

speeds analyzed (18 m s–1, again from Figure 5), where less impact is expected from the transient accelerations due to being 

above rated speed; although shut-down cases could be considered for comparison with the IEC 61400-1, much more data 

would be needed to investigate these due to the relative rarity of speeds crossing above cut-out (around 25 m s–1).  700 

     We have assumed that the (westerly) conditions analyzed are representative for all directions offshore, but one could 

conceive that the significant south-easterly winds which sometimes occur in the spring at Høvsøre (Peña et al., 2016) could 

be different enough to have a small impact on the statistics; however, such wind directions are even less common offshore in 

the North Sea and North Atlantic wind climates characterized by the measurements (e.g., Hahmann et al., 2022). We can 

further get a sense of the limited potential impact on 50-year extreme accelerations, considering the ‘error’ lines in Figure 705 

15, which represent neglect of the fraction of speeds not considered, and fraction of winds coming from offshore, 

respectively.  

     This work has produced statistics for dominant flow accelerations detected using three different low-pass filter 

frequencies 𝑓( (as proxies for characteristic turbine response times), but yet more utility could be obtained by characterizing 

the systematic effect of low-pass filtering on extreme acceleration statistics; i.e., to find an explicit dependence of the 710 

extreme �̇�)) distribution on 𝑓(.  Attempts were made to this end, but not included because no simple relation was not found to 

fit the data. Scaling �̇�)) by 𝑓(&*.: collapsed the most extreme filtered acceleration amplitudes (with SF<10–4 in Figure 4) to a 

single curve for both 𝑓( = {1/3, 1/30} Hz at z = 100 m and for 𝑓( = {1/3, 1/10} Hz at z = 160 m (not shown), but no 𝑓(-

scaling can collapse the extreme distributions or survival functions for all three filter frequencies. This is not surprising: 

again, most of the extreme events are not ‘simply’ due to inertial-range turbulence (which permits a simple scaling) or any 715 

single phenomenon, though we note more turbulence is observed at 100 m than 160 m during extreme events. The relative 

rates of occurrence and relative variation in the strength of the phenomena causing extreme load-driving accelerations is seen 

to depend not only on 𝑓(, but also on distance to both the ground and to the capping inversion, as well as the capping 

inversion strength (Pedersen et al., 2014; Kelly et al., 2019).  

     For use in Monte-Carlo aeroelastic simulations, a method was developed (Appendix B) to employ the extreme 720 

distributions of offshore filtered acceleration derived above. Practical stochastic expressions are given to relate the 

magnitude and duration (gust rise time) of filtered flow acceleration including rise time distributions, applicable within the 

IEC 61400-9 or as a probabilistic supplement (replacement) for the EOG prescription found in the IEC 61400-1; we note 
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these practical expressions followed from earlier wind speed ramp acceleration studies, and the exact constants and forms 

may be improved with further investigation and analysis.  Additionally considering the IEC 61400-1, its EOG prescription 725 

has an implicit rise time of almost 3 s, and for contemporary wind turbines in the highest turbulence subclass (A+), around 

rated speed it implies characteristic event acceleration magnitudes that are similar to the 50-year values obtained from 

measurements at 100–160 m heights with 𝑓( =1/3 Hz.  For higher 𝑉QRS the IEC EOG prescription gives larger accelerations 

than 50-year �̇�)) found here from 100–160 m observations with 𝑓( =1/3 Hz (even for different turbulence subclasses), and 

�̇�TUV are generally larger than 50-year �̇�)) from measurements with 𝑓( =0.1 Hz or 1/30 Hz; the lowest turbulence subclass 730 

(𝐼" = 12%) gives weaker accelerations than 50-year �̇�))|>(?$/4	@A for speeds below rated (Appendix B).  We note that the 

IEC 61400-1 standard — due to its original basis onshore and with 𝑧QRS closer to the surface — prescribes its EOG in terms 

of turbulence intensity, which is not realistic for offshore turbines with typical hub heights beyond 100 m; as we have seen, 

load-driving flow accelerations do not follow 10-minute standard deviations of wind speed or velocity.  

     We remind that the results and conclusions herein are for offshore wind; over land, the dominance and effect of 735 

turbulence extends further from the surface, typically beyond hub height (e.g., Alcayaga, 2017).   

 

4.1 Outlook and continuing work 

Continuing work includes further translation to probabilistic gust definitions for the IEC standards, whereby joint 

distributions of extreme flow accelerations and associated rise times (or magnitude of speed increase) facilitate an update of 740 

the extreme operating gust (“EOG”) in the 61400-1 as well as prescriptions supporting Monte Carlo aeroelastic simulations 

for the 61400-9.  From the acceleration statistics found here, I derived an offshore probabilistic gust prescription towards the 

IEC 61400-9 standard, as given in Appendix B.  More explicit systematic quantification of the durations associated with 

extreme flow accelerations, with rise time statistics conditioned on wind speed and amplitude (analogous to that for ramps 

by Kelly, et al., 2021), is still ongoing; this should also be done for more offshore sites and heights.  One aspect involves the 745 

relationship between extreme flow acceleration amplitudes and gust duration. Following ramp studies and preliminary 

analysis here we have taken extreme events to have 𝑡W ∝ 1/�̇�)) in a statistical sense with Δ𝑠~�̇�)) ∝ �̇�))𝑡W ; though such 

events are due to different phenomena beyond turbulence, a physical hypothesis is that these extreme accelerations are 

(mostly) attributable to passage of a ‘border’ between coherent flow structures, with the fluid equations of motion and 

conservation of mass limiting Δ𝑠 and causing the inverse relation between extreme �̇�)) and duration. More investigation is 750 

needed to explicitly determine the joint behavior of extreme �̇�)) and the associated {𝑡W , Δ𝑠}, along with the extent to which 

the border-zone width and advection speed determine the largest acceleration magnitudes.  A related aim is to more directly 

measure the characteristic length scales and orientations of extreme flow acceleration events, through both mast-based 

anemometers and lidar., including more multi-point measurement statistics to characterize the associated flow structure(s). 
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Doing so permits better modelling of transient forces on turbine blades and rotors, through constrained aeroelastic 755 

simulations incorporating the multidimensional length-scale information.  

     Starting with single-point statistics, further work could help quantify the behavior and joint distributions of {𝑢, 𝑠} for the 

most common conditions at heights of interest offshore (above the surface layer). Although we found here that extreme 

acceleration events have �̇�)) ≃ �̇�))  while for the most commonly-occurring conditions �̇�)) ∝ 𝜎!	, for the latter case we 

cannot definitively yet state the degree to which �̇�)) ∝ 𝜎" though we do expect such.  Classic turbulence theory gives ideal 760 

relations between {𝜎", 𝜎O, 𝜎X} and for fatigue loads the IEC 61400-1 uses such in its prescriptions; but, the use of measured 

𝜎! in place of 𝜎" has not been directly addressed, though it might be implicitly accounted for within the empirical constants 

used in the standard.  Further, while theoretical forms are also available relating i𝜎W!/WY , 𝜎!, 𝜎W"/WY , 𝜎"k , they do not 

necessarily apply for the non-ideal flow structures which behind the relationships between {�̇�)), 𝜎!, �̇�)), 𝜎"} and thus fatigue 

loads. However, this has likely been approximately accounted for in effect by the IEC’s empirical description using 𝑃)*(𝜎"); 765 

we do note that the latter does not deal with the tails of the PDF from each 10-minute period, in contrast with long-term 

statistics of �̇�)) or �̇�)). But the behavior of commonly-occurring �̇�)) may not be markedly different than that of 𝜎" in terms 

of its effect on for fatigue loads, which is what Figure 6 appears to imply; though this remains to be directly shown from 

observations, we expect the flow acceleration paradigm to be more important for extremes. 

     On the meteorological side, remaining work includes matching flow regimes and conditions to the observed extreme 770 

events via analysis of mesoscale model output (e.g. WRF) and extended observational data; this also includes exploration of  

ABL depths, whose observed values can differ from mesoscale model predictions.  Such work allows for investigation of the 

flow mechanisms and meteorological phenomena that cause extreme flow accelerations offshore.  It is also worth noting that 

microscale models such as LES are not expected to replicate extreme events like those observed — due to the need to know 

and simulate details such as the varying strength and structure of capping inversions, as well as variable mesoscale forcings. 775 

Coupled models such as WRF-LES might be able to reproduce some of the phenomena; however, the relative rates of 

occurrence of the various phenomena producing extreme flow accelerations, and the fidelity of simulation of such transients, 

is unknown, and follows after the non-trivial analysis of matching flow regimes to observed conditions. 

     Furthermore, the response of different turbine controllers to extreme accelerations should be examined. For example, at 

some speeds certain wind turbines may not be as affected by large accelerations as much as other turbines (depending on the 780 

duration and physical extent of the flow disturbance), in a way that is more complicated than captured by accelerations 

identified via simple low-pass filtering via 𝑓(. It is possible that more representative filters (e.g., band-pass) can be made to 

find acceleration statistics based on common control strategies near rated power, and that other parameters (e.g., pitch angle) 

need to be considered.  The analysis presented herein, as well as the ongoing work just mentioned, also needs to be expanded 

to include speeds across the full range of wind turbine operation (beyond 8–18 m s–1), to heights above 160 m, and at 785 

multiple offshore (and potentially onshore) sites.  Lastly, a mean speed dependence has not yet been found or incorporated 

into the extreme flow acceleration statistics, but with more measurements this might be elucidated. 
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Appendix A: method for estimation of Mann-model parameters from cup & vane measurements 

Only wind speed and direction data at 100 m and 160 m were available from cup anemometers and vanes for most of the 

observational period, without three-dimensional velocity component data.  Due to this, to facilitate use of extreme 790 

acceleration timeseries (whether observed as in Sect. 3 or synthesized as in Appendix B), it was necessary to create a method 

to practically derive Mann-model turbulence parameters from such measurements for use in constrained gust simulations — 

as made by McWilliam et al. (2023b) based on the timeseries described in Sect. 3.  Such a method for finding turbulence 

parameters without vertical velocity components is also useful because 2D cup/vane instrumentation, or floating lidar18, is 

standard for industrial wind energy pre-construction measurement campaigns. 795 

   Although Kelly (2018) found the Mann-model turbulence length scale to be expressible in terms of shear through the bulk 

relation 𝐿Z ≈ 𝜎!/(Δ𝑈/Δ𝑧), this stems from turbulence dominated by shear production, which is not the case for the flow 

behind many extreme acceleration events; furthermore, we wish to address vertical inhomogeneity (variation of shear and 

turbulence) and allow use of timeseries from different heights for constrained turbulence simulations that embed acceleration 

events. We are thus challenged to diagnose the length scale using two-dimensional (horizontal) information at individual 800 

heights, in a way that matches measured spectra from three-dimensional sonic anemometers.   

   Based on the limited 3D sonic anemometer measurements available at 100 m and 160 m, and independent sonic 

measurements from the shorter mast at 80 m height, one-dimensional frequency spectra (thus streamwise wavenumber 

spectra via Taylor’s hypothesis) of 𝑢𝑢, 𝑢𝑤, 𝑣𝑣 and 𝑢𝑤 were calculated for the 10 most extreme acceleration events per wind 

speed bin identified at each location.  These allowed 𝜒# fits to the single-point velocity spectral tensor Φ[\ (Mann, 1994; 805 

IEC, 2019), which give the three Mann-model turbulence parameters (𝐿Z , 𝛼𝜖#/4, Γ) that allow synthesis of turbulence 

timeseries following the 61400-1 standard (IEC, 2019).  The flow during extreme events exhibited significant non-

stationarity due to mesoscale (low-wavenumber) variance which is not well-represented by Mann-model spectra19, so the 

turbulence with each event was also found from fits to spatially high-pass filtered spectra using Taylor’s hypothesis and a 

second-order Butterworth filter with 𝑓Q] = 𝑈/(2 km).  From the raw and high-pass filtered three-dimensional velocity 810 

timeseries it was found that the turbulence length scale could be estimated most simply by using the integral time scale of 

lateral velocity fluctuations: the raw signal (i.e., including non-stationarity) gave 𝐿^ ≈ 0.5𝐿O ≃ 0.5𝑇O𝑈, while the high-pass 

filtered turbulence had 𝐿^,Q] ≈ 0.8𝑇O,Q]𝑈, where the integral time scale is calculated through temporal autocorrelation and 

the subscript ‘hp’ denotes spatially high-pass filtered turbulence.  The 𝐿^,Q] estimates are much better than unfiltered 𝐿^, 

 
18 Floating lidar has become common in offshore pre-construction observation campaigns, but commercial profiling lidar and 
data-loggers are typically configured in such campaigns to save only 10-minute averages of horizontal wind components; 
their scanning patterns are not configured to capture transient acceleration events. Forward-looking nacelle-mounted lidars 
also show promise, but they are not yet in widespread use, and it will take some years before they are able to measure 
sufficient statistics (presuming relevant high-frequency long-term statistics are even saved for operating farms). 
19 Syed & Mann (2024) recently made a modification to the Mann model for handling low-wavenumber (large-scale) 
fluctuations which may appear as non-stationarity, but such work happened after my analysis was completed. 
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with Figure 16 displaying joint PDFs of estimated versus observed (spectrally fit) 𝐿^,Q]  over the collection of extreme 815 

acceleration events. One can see some scatter in the estimates, but we note that the acceleration (gust) description is the 

focus of constrained simulations, and the background turbulence length scale is secondary.  We further remind that explicit 

calculation of the length- and timescales associated with extreme accelerations is ongoing/future work. 

 
Figure 16: estimates versus spectrally fit values of Mann-model parameters for spatially high-pass filtered (𝒇𝑯𝑷 = 𝑼/2 km) 820 
turbulence behind the extreme acceleration events.  Left: length scale, with 1:1 indicated by black line. Center: amplitude 
parameter 𝜶𝝐𝟐/𝟑, again with black 1:1 line. Right: anisotropy parameter 𝚪, with expression (A.2) as solid line and its linear 
equivalent as dashed.  Colors in jPDFs indicate event count, to show how estimate is covering most commonly observed values. 

 

   Analogous to obtaining 𝐿Z, it was found that the Mann-model amplitude parameter can also be estimated using the integral 825 

timescale.  Knowing 𝛼𝜖#/4  scales as 𝜎"#𝐿#/4  (Mann, 1994; Kelly, 2018), from the fits to the spatially high-pass filtered 

spectral tensor components (again with 𝑓Q] = 𝑈/2 km), we find that  

𝛼𝜖#/4 ≃ 𝜎",Q]# Y𝑇",Q]𝑈[
&#/4

           (A.1) 

matches the three-dimensional spectrally-fit values well, and note that 𝛼𝜖#/4 ≈ 0.7𝜎",Q]# Y𝑇O,Q]𝑈[
&#/4

 also gives a crude 

estimate. The estimate from (A.1) versus spectrally-fit 𝛼𝜖#/4 are shown in the center plot of Figure 16 for the extreme 830 

acceleration events.   

   Lastly, we find a form to estimate for the anisotropy (eddy-lifetime) parameter Γ, which we expect to be proportional to 

(𝑇"/𝑇O)$/4 and 𝜎"/𝜎O from Kelly (2018); we find that the most common values follow ΓQ] ≈ ^2 _
3),+,
3-,+,

` __),+,
_-,+,

`
$/4

− 0.3a, 

whereas keeping the mesoscale fluctuations (not high-pass spatial filtering or ‘de-trending’) degrades the fits, and leaves 

little discernible pattern for estimation of Γ in terms of unfiltered quantities that we measure.  Because Γ cannot be negative 835 

and is limited to Γ ≤ 5 (Mann, 1994), a practical form to estimate it is  

ΓQ] ≈ 2.5 �1 + tanh ^0.8 o
3),+,
3-,+,

__),+,
_-,+,

`
$/4

− 1.4pa�;       (A.2) 
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this is shown in the right-hand plot of Figure 16, superposed on the joint PDF of Y𝜎",Q]/𝜎O,Q][Y𝑇",Q]/𝑇O,Q][
$/4

 and Γ from 

Mann-model fits to spectra of {𝑢𝑢, 𝑢𝑤, 𝑣𝑣, 𝑢𝑤}. 
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Appendix B: use of extreme acceleration distribution for gust synthesis and simulation 

For investigating effects on turbine loads and probabilistic design (e.g., via Monte Carlo simulation), it is useful to be able to 

‘convert’ the extreme acceleration statistics into gusts for simulation, as a probabilistic or alternative to (or augmentation of) 

the IEC 61400-1 standard’s extreme operating gust or ‘EOG’. On average the expected duration or “rise time” for a given 

streamwise extreme flow acceleration, denoted by 𝑇W , tends to decrease with acceleration amplitude. This has been 845 

documented in wind ramp studies (Hannesdóttir et al., 2019ab; Kelly et al., 2021), with the latter showing rise times to be 

inversely proportional to acceleration; plotting the joint distribution 𝑃(𝑇W , Δ𝑠/Δ𝑡) from the data of Kelly et al. (2021), as in 

Figure 17, we more clearly see 𝑇W ≈ (6	m	s&$)/(Δ𝑠/Δ𝑡) for ramps.   

 
Figure 17: joint PDF of bulk accelerations and rise times from the ramp data of Kelly et al. (2021).  Solid line is (𝟔	𝐦	𝐬&𝟏)/𝚫𝒕. 850 

One could adapt this for extreme accelerations �̇�7 having durations larger than a given filter timescale 𝑓(&$; however, we 

observe that less extreme accelerations do not necessarily have such long durations20, and that such a simple expression 

would always give the same wind speed increase of 𝑇W�̇�7 =	6 m s–1.  From preliminary analysis of the strongest events, for 

practicality we extend 𝑇W ≈ (6	m	s&$)/�̇�7 = Δ𝑠MI`/�̇�7 to suggest the form 

  𝑇W(�̇�7) ≃
a!./0/b./0

c$d(!̇1/b./0)2e
3/2 ;          (B.1) 855 

 
20 The characteristic time and length scales of ramps, and causes, are different; ramps tend to be caused by passage of (cold) 
fronts, the strongest accelerations found here have shorter timescales and few are attributable to frontal passage. 
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here 𝑎MI` ≃ 0.4	m s–2 is the value below which the durations are shorter than Δ𝑠MI`/�̇�7 , with 𝑇W → Δ𝑠MI`/�̇�7  for extreme 

accelerations �̇�7 > 𝑎MI`. The coefficient 𝜉 = 3 was found empirically along with 𝑎MI`, and we note the parameters in (B.1) 

could be refined through ongoing work, wherein the timescales of extreme acceleration events are investigated in detail.   

 

   The 𝑇W from (B.1) needs to be perturbed to give a distribution of rise times, 𝑃(𝑇W|�̇�7), again to avoid that 𝑇W�̇�7 otherwise is 860 

fixed at 6 m s–1 for extreme �̇�7.  The deterministic expression (B.1) can be scaled stochastically by a factor following the 

dimensionless log-normal distribution  

   $
X√#g

⋅ exp �− $
#
�𝑤# +  -. h

X
¡
#
¢	£ ,           (B.2) 

where the dimensionless width w is small relative to 1; to begin we assume it is independent of �̇�7. An example of the 

distributions 𝑃(�̇�7) , 𝑃(𝑇W) , and 𝑃(�̇�7𝑇W)  with 𝑤 = 0.2 , synthesized using 4 × 10:  random values of �̇�7 > 0.5	m	s&# 865 

following 𝑃(�̇�7) from the observed statistics at z=100 m and 𝑓( =1/3 Hz, is shown in Figure 18.  The actual width w, and its 

potential dependence on acceleration �̇�7 (or wind speed), is the subject of future work. 

 
Figure 18: example distributions of extreme acceleration (left), event duration (center), and associated wind speed jump (right) 
synthesized for simulation; 𝑷(�̇�𝒆) used corresponds to 𝒇𝒄 = 𝟏/𝟑 Hz at height of 100 m. 870 

 

   Synthesized pairs of {�̇�7 , 𝑇W} can be used to drive a stochastic gust prescription (for e.g., aero-elastic simulations), given an 

analytical form for the gust.  While the IEC 61400-1 standard has a deterministic gust, we propose a stochastic version which 

simply follows from the load-inducing increase in wind speed due to extreme flow accelerations and their statistics: 

   𝑠(𝑡) = 𝑈 + �̇�7
_5
g
¤1 + tanh dg(Y&Y()

_5
e¥ ,        (B.3)  875 

where again the mean speed is U, and 𝑡( is the time corresponding to the peak acceleration (i.e., when 𝑠 = �̇�7). This has been 

formulated to give the simple acceleration waveform  �̇�(𝑡) = �̇�7 sech[𝜋(𝑡 − 𝑡()/𝑇W], and to allow convenient use of extreme 

�̇�)) distributions (such as 𝑃(�̇�7) given above) and comparison with or extension of the standard EOG. The IEC standard 

prescribes 𝑠TUV(𝑡) = 𝑈 + 0.37𝑉iRJP sin(3𝜋𝑡/𝑇TUV) [cos(2𝜋𝑡/𝑇TUV) − 1]  with a total duration of 𝑇TUV = 10.5  s and 

magnitude 𝑉iRJP ; it implies a maximum acceleration �̇�7,TUV = 𝑉iRJP/(1.71	s) which occurs at 𝑡( = 0.378𝑇TUV ≃ 4 s. For 880 

illustration and comparison, the extreme gust perturbations from the mean speed normalized by the maximum acceleration, 

𝑠j(𝑡)/�̇�7 ≡ [𝑠(𝑡) − 𝑈]/�̇�7, are given in Figure 19 for the IEC’s EOG along with the stochastic form (B.3).  The latter is 
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shown using three different values of rise time, 𝑇W = {1.71, 4, 6} s, corresponding to low, common, and high 𝑇W from the 

P(𝑇W) shown in Figure 18; accompanying these normalized wind speed gusts are the corresponding �̇�(𝑡), also normalized 

by �̇�7.   885 

 
Figure 19: wind speed gust function (left) and its time-derivative (right), normalized by peak acceleration EOG from IEC 61400-1. 

 

From the left-hand plot of Figure 19 we see that one can replicate the rising segment of 𝑠TUV(𝑡) using (B.3) with 𝑇W =

𝑉+"!Y/�̇�TUV(𝑡() = 1.71	s and consequently �̇�7,TUV = 𝑉iRJP/(1.71	s), or generically �̇�7𝑇W = Δ𝑠; for longer rise times one then 890 

sees larger wind speed ‘jumps’ for a given acceleration �̇�7.   

     For multi-Megawatt turbine hub heights (𝑧QRS > 60 m) and rotor diameters (𝐷 ≳ 𝑧QRS) we also see that the IEC’s form 

for 𝑉iRJP is determined by its second term, expressible as �̇�7,TUV =
k./0l$*.m	;	J6#	d	n+78/*.:)	Jo

$	d	*.$p/G#	;
 where 𝐼MI` corresponds to the 

IEC turbine intensity subclass while the hub-height wind speed is 𝑉QRS; the IEC 61400-1 implies EOG peak accelerations 

varying linearly from 2.2 to 3.6 m s–2 for 𝐼MI` of 12% (class C) and from 3.3 to 5.5 m s–2 for 𝐼MI` of 18% (class A+).  These 895 

peak EOG accelerations can exceed the 50-year amplitudes extrapolated from measurements by a factor of two for 𝑓( =1/3 s, 

and yet larger factors for lower 𝑓(  (Figure 15); however, we see that the rising part (positive acceleration) of the EOG 

waveform, which lasts for 2.79 s (from 𝑡 =2.46 s to 5.25 s), has an average equal to 0.62�̇�7,TUV. For 𝐼" =18%, and 𝑉QRS 

ranging from 8–18 m s–1, then 0.62�̇�7,TUV ranges from 2–3.4 m s–2; for 10 ≲ 𝑉QRS ≲ 16 m s–1 this falls between the 50-year 

values of  �̇�7|>(?$/4	@A	 statistically extrapolated from measurements at 100 m and 160 m height.  Thus the IEC 61400-1 EOG 900 

prescription and its inherent rise time of 2.79 s, for wind speeds near rated, implies an event-mean acceleration consistent 

with 50-year values extrapolated from measurements when considering the strongest turbulence subclass (‘A+’, 18%).  For 

lower IEC turbulence subclasses the EOG-implied event accelerations correspond to lower 𝑓(; we point out that the IEC 

standard’s prescription was originally developed onshore and closer to the ground, basically presuming gusts to be turbulent. 
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    We remind (B.3) is meant to synthesize extreme acceleration timeseries for many different values of both �̇�7 and 𝑇W, as 905 

shown in the distributions of Figure 18; McWilliam, et al. (2023) did such synthesis, applying it through constrained 

turbulence simulations, for use in ultimate loads calculations. 
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