Characterization of vortex shedding regimes and lock-in response of a wind turbine airfoil with two high-fidelity simulation approaches
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Abstract. In this work, the Vortex-Induced Vibrations (VIV) phenomenon affecting a wind turbine airfoil section is analysed with two numerical approaches, a two-dimensional (2D) setup of the airfoil, simulated using the Unsteady Reynolds-averaged Navier–Stokes equations, and a three-dimensional (3D) setup with a span-to-chord aspect ratio of 1, employing the Delayed Detached Eddy Simulation model. A constant inflow velocity normal to the airfoil chord is considered, for a Reynolds number around $2 \times 10^6$. The only structural degree of freedom is the airfoil chordwise displacement. As a reference, simulations of the static airfoil are also performed. The 3D static simulation lift coefficient is shown to have intermittent periods of very different characteristics, including different Strouhal numbers. The VIV simulations are performed at different inflow velocities to cover the lock-in range. To make the lock-in range non-dimensional, a single Strouhal number is chosen for the 3D case, such that the non-dimensional lock-in ranges predicted by both approaches coincide. This Strouhal number is 5% higher than the 2D Strouhal number and 14% lower than the one previously reported for the same 3D airfoil setup. Inside the lock-in range, the 2D and 3D approaches predict a similar VIV development, characterized by the lift coefficient standard deviation, the mean drag coefficient and the airfoil vibration amplitude growth rate. These results are supported by the common hypothesis that the three-dimensional vortex shedding coherence increases when the body undergoes large and growing motions, becoming similar to a 2D case.

1 Introduction

The Vortex-Induced Vibrations (VIV) phenomenon on wind turbine towers, nacelles and blades has been identified as one of the grand challenges for the wind turbine industry in the near future (Veers et al., 2023). VIV of parked or idling wind turbine blades may induce large edgewise vibrations and fatigue loading. The difficulties of facing this challenge include a lack of thorough understanding of the aeroelastic phenomena involved, and a lack of appropriate mitigating solutions, simplified models for application at design and certification levels, simulation capabilities, and experimental data, at both scaled and full-scale.

The VIV phenomenon of bluff bodies is well known and has been studied extensively both numerically and experimentally. VIV is typically characterized by the maximum amplitudes reached by the body, as well as by the lock-in range, i.e. the range...
of inflow velocities for which large vibrations build up, as a consequence of the synchronization between the vortex shedding frequency and the structural natural frequency (Griffin et al., 1973). In engineering models of the VIV response of a bluff body, it is typical to employ as a parameter the non-dimensional vortex shedding frequency, or Strouhal number $St = f_0 L_{\text{ref}} / U_\infty$ (Païdoussis et al., 2010), where $f_0$ is the vortex shedding frequency observed for the static body, $U_\infty$ is the inflow velocity and $L_{\text{ref}}$ is a characteristic length of the body. The VIV response is dependent upon a very large parameter space related to both the inflow conditions and the structural system (Sarpkaya, 2004), including a fundamental dependency of the vortex shedding topology on the Reynolds number regime (Schewe, 1983; Sumer and Fredsøe, 2006).

Recent computational advancements have favoured the use of high-fidelity Computational Fluid Dynamics (CFD) models coupled with structural models to characterize the Fluid-Structure Interaction (FSI) associated with VIV. The still large computational cost of this approach limits the extent to which realistic scenarios can be simulated (e.g. complex geometries immersed in the atmospheric boundary layer at high Reynolds numbers) and also limits the VIV characterization throughout the extensive parameter space.

A large part of the parameter space has been studied in the past, although the picture is far from complete. The flow features and VIV response interact in a complex manner, so it is not always easy to draw general conclusions from specific cases. A broad literature review is now given, showing some of the gaps that exist in the literature, and highlighting some contributions which are relevant to the present analysis.

The most commonly analyzed geometry in VIV studies is the circular cylinder. This geometry has been widely analyzed experimentally from very early on (Feng, 1968), and even for large Reynolds numbers and turbulent inflows (Cheung and Melbourne, 1983). In Jauvtis and Williamson (2003) and Cagney and Balabani (2014) it was found experimentally that constraining the structural motion of the cylinder to its transverse direction only, rather than allowing for transverse and in-line motion, has very little effect on the transverse VIV response and the wake topology. Full-scale studies of VIV of towers with circular sections are also common (Christensen and Askegaard, 1978; Galemann and Ruscheweyh, 1992), including recent efforts to characterize the vortex shedding loads on wind turbine towers (Kurniawati et al., 2024). Computational simulations of cylinder VIV are also numerous, including recent contributions focused on the problem of wind turbine towers VIV (Viré et al., 2020; Vlastos et al., 2024).

Another canonical case is that of prisms with square cross-sections, both with a face normal to the flow and rotated $45^\circ$, FSI simulations have shown that the diamond geometry is susceptible to VIV (Leontini and Thompson, 2013; Sourav et al., 2020), but always for relatively small Reynolds numbers. It was found by Leontini and Thompson (2013) that the VIV response is very sensitive to the sharpness of the corners pointing in the cross-flow direction. Additionally, experimental results showing the VIV response of square prisms with several different orientations can be found for example in Nemes et al. (2012) and Zhao et al. (2018), also limited to small Reynolds numbers.

An also extensively studied geometry is that of a flat plate at $90^\circ$ angle of attack. However, the authors have not found VIV analyses of the flat plate undergoing linear displacements. Numerical analyses of the vortex shedding behind a static flat plate provide valuable information about the flow topology in the wake. In this regard, in Najjar and Balachandar (1998) and Hemmati et al. (2016) different intermittent vortex shedding regimes were identified. Experimental results of vortex shedding
characteristics behind a static flat plate can be found in the classical work by Fage and Johansen (1927), and a more recent review can be found in Teimourian et al. (2018).

Analyses of the VIV response of other geometries include the experimental study performed by Nakamura and Hirata (1991) for a prism of rectangular cross-section, where the lower end of the lock-in region is said to be associated with low-speed galloping behaviour. Lo et al. (2023) obtained experimentally the VIV response of a prism with a thin elliptical cross-shape, and signs of combined VIV and galloping were identified.

The airfoil geometry at a 90° angle of attack is not one of the shapes canonically studied in the VIV literature. One of the first VIV studies focused on airfoils is that of Skrzypiński et al. (2014), where the VIV response of a wind turbine airfoil at an angle of attack of 90° and a high Reynolds number (Re = 2 × 10^6) obtained with FSI simulations was analyzed, coupling CFD simulations to structural motion simulations with one-degree-of-freedom (1-DOF), considering chordwise displacements, and three-degrees-of-freedom (3-DOF), considering chordwise and flatwise displacements, and torsional rotation. The FSI simulations were performed with the Unsteady Reynolds-averaged Navier-Stokes (URANS) turbulence modelling approach on a two-dimensional (2D) airfoil model, and with the Delayed Detached Eddy Simulation (DDES) turbulence modelling approach on a three-dimensional (3D) airfoil extruded one chord length. As a main conclusion, the authors found negative aerodynamic damping with both approaches at certain wind speed intervals, indicating the possible existence of lock-in behaviour in airfoils. For both cases, it was found that, when resonance occurred, the edgewise vibrations dominated over the flatwise and torsional vibrations. For the DDES case, the lock-in range obtained did not agree well with the Strouhal number obtained from a static simulation. Lian et al. (2023b) extended the 1-DOF URANS 2D airfoil FSI analysis of Skrzypiński et al. (2014), to study the effect of the structural damping value on the VIV response. More recently, the same authors continued this line of work by including results from a 3D Detached Eddy Simulation (DES) modelization of the moving airfoil with different damping values (Lian et al., 2023a). A limited number of experimental results of the VIV response of airfoils have also been performed, such as those by Benner et al. (2019) and Iyer (2023), but at Reynolds numbers much smaller than those typical of wind turbine airfoil flows.

The case of a full wind turbine blade FSI response has been simulated (Heinz et al., 2016; Horcas et al., 2022; Grinderslev et al., 2023), showing that the full blade is also susceptible to VIV, at least under constant inflow conditions. To the authors’ knowledge, no numerical studies on the VIV response of wind turbine blades or airfoils have been made with a turbulent inflow velocity field. To the best of the authors’ knowledge, no experimental results of full wind turbine blades undergoing VIV have been reported.

Despite the extensive existing literature on VIV, characterizing the VIV response of a stopped wind turbine blade remains a challenging task. A large gap exists between the insight obtained from analyses of the airfoil VIV response and from simulations of the full wind turbine blade (Horcas et al., 2022). The parameters affecting blade VIV include, among others, the Reynolds number, inflow turbulence characteristics, spatial heterogeneity (wind shear, blade twist, chord length, mass and stiffness distributions, flow relative inclination etc.), cross-sectional shape (airfoil type, angle of attack, surface roughness, etc.), structural properties (natural frequencies, structural damping, etc.) and the presence of other concurrent forces or initial vibration conditions (due to the existence of multiple stable limit cycles). The effect of some of these parameters may be obtained.
from analyses of sectional models, whereas others will require analyses of the full blade. An additional layer of complexity is added when considering the interaction between more than one aeroelastic body, as would be the case of a wind turbine. The blade dynamics can interact with the tower dynamics, and the blades can interact with each other both structurally and aerodynamically. The multi-body problem has been studied extensively for multiple cylinders (Yu et al., 2024), and only recently for a whole wind turbine rotor (Pirrung et al., 2024) and for rotor-tower interactions (Ludlam et al., 2024). Thus, characterizing the effects on blade VIV of this large parameter space, whether to understand the phenomena or to define useful simplified models, will involve a combination of simulation approaches with different levels of fidelity.

It is crucial to have a good understanding of the capabilities and limitations of the different levels of simulation fidelity in characterizing VIV. To this end, the present work analyses the difference in vortex shedding flow and VIV response of a wind turbine airfoil, between a URANS 2D case and a DDES case for an extruded section of one chord spanwise length. The DDES 3D case, is a higher-fidelity approach but much more computationally expensive. Such an analysis has been presented in the early work of Skrzypiński et al. (2014), but the short length of the time series they simulated meant that some of the vortex shedding flow features were not observed, leading to a potentially inaccurate characterization of the Strouhal number for the 3D DDES case and possibly affecting the comparison of the VIV response between the two approaches. These potential shortcomings were replicated in the subsequent work by Lian et al. (2023a).

In the present work, the comparison between the 2D and 3D high-fidelity simulation approaches is extended and improved upon. Specific contributions include the detection and analysis of multiple intermittent flow regimes associated with different Strouhal number values, revealed through the simulation of a long time series for the vortex shedding characterization in the 3D case. Additionally, this multiplicity of Strouhal number values motivates the proposed use of a novel frequency nondimensionalization strategy and more robust metrics to compare the VIV response of the airfoil. An important finding of this paper is the notable similarity of the VIV response obtained with both approaches, in terms of aerodynamic forces and airfoil vibration amplitude growth rate. Having a robust characterization of vortex shedding and VIV, through affordable CFD simulations, allows for the use of the results obtained in the development and calibration of engineering models, for example in the manners proposed by Kurushina et al. (2018) and Rigo et al. (2022). This is a crucial step if VIV is to be considered during the wind turbine design stages.

2 Methodology

In this section, the computational setup of the airfoil FSI simulations performed is described. Each FSI simulation consists of two coupled parts, a CFD simulation part, described in Sect. 2.1, and a structural simulation part, described in Sect. 2.2.

Simulations of both a 2D airfoil and the same airfoil extruded one chord length in its spanwise direction (3D) are performed. The airfoil chosen is the DU96-W-180, which has a relative thickness of 18% and was designed for wind turbine applications at the Delft University of Technology (Timmer and van Rooij, 2001). The VIV response of this particular airfoil has been previously analysed by Skrzypiński et al. (2014); Hu et al. (2021) and Lian et al. (2022, 2023a, b, 2024). All the simulations
are performed at an angle of attack of $\alpha = 90^\circ$, with a constant velocity inflow, and with a chord-based Reynolds number in the range $[1.4 \times 10^6, 2.6 \times 10^6]$.

The simulation solver employed is MaPFlow, developed at the Laboratory of Aerodynamics of the National Technical University of Athens (NTUA), which includes a finite volume compressible CFD solver, offering URANS and DDES turbulence modelling approaches (Papadakis, 2014; Diakakis, 2019; Papadakis et al., 2020). MaPFlow has been validated for FSI bluff body simulations by Papadakis et al. (2022). The solver used in the present work is 2nd order accurate in space and time.

### 2.1 CFD setup

Two different turbulence modelling approaches are employed in the CFD simulations, namely the Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations with the $k$-$\omega$ SST two-equation turbulence model (Menter, 1994) for the 2D simulations, and the Delayed Detached Eddy Simulation (DDES) also with the $k$-$\omega$ SST model for the 3D simulations. The two different configurations are identified as “URANS-2D” and “DDES-3D” respectively.

A sketch of the computational domain used in the URANS-2D simulations is shown in Fig. 1. This computational domain consists of a circular disk in the $x$-$y$ plane, centred at the airfoil leading edge, and the $x$-direction aligned with the airfoil chord line, pointing towards the trailing edge. The $y$-axis is perpendicular to the chord, pointing downstream. The disk has a radius of $30c$, where $c$ is the airfoil chord length. In the case of the DDES-3D simulations, the computational domain is the same but extruded one chord in the spanwise direction, becoming a cylinder of height $c$ in the $z$-direction.

The edge of the disk in the 2D case, and the lateral surface of the cylinder in the 3D case, act both as mass flow inlet-outlet boundary conditions. The $30c$ disk radius ensures a blockage ratio under 2%. The airfoil surface boundary condition is set to no-slip wall. For the 3D case, a periodic boundary condition is set to the two end faces of the cylindrical domain.
Figure 2. Visualization of the CFD meshes employed. (a) Close-up view of the mesh around the airfoil used in the URANS-2D configuration. (b) Close-up view of surface mesh and cross-sectional slice at one end of the mesh, around the airfoil used in the DDES-3D (aspect ratio one) configuration.

For the 2D simulations, the domain is discretized using a structured O-type mesh. The number of grid points over the airfoil is 256, being more densely distributed around the leading and trailing edges. In the far field, i.e. at the disk edge, the 256 grid points are evenly distributed. In the radial direction, the mesh is discretized into 128 grid points, concentrating them close to the airfoil surface to obtain a first layer height which ensures a value of $y^+ < 1$. The total number of cells in the mesh of the 2D simulations is thus 32768. For the 3D simulations, the domain is also discretized using a structured O-type mesh, with the same number of mesh elements along the airfoil surface as in the 2D case, which is 256. In the radial direction, though, a finer discretization of 384 grid points is employed in the 3D case, which also ensures a first layer height of $y^+ < 1$. In the spanwise direction, the mesh is extruded one chord length and is discretized into 128 equispaced grid points. The total number of elements in the mesh of the 3D simulations is thus about 12.6 million. The structured meshes files read by MaPFlow have been created with the publicly available code structAirfoilMesher (Diakakis, 2023). A close-up view of the meshes around the airfoil can be seen in Fig. 2, were panel (a) shows the 2D mesh, and panel (b) shows some details of the 3D mesh, namely an oblique view of the mesh over the airfoil surface together with a slice perpendicular to the spanwise direction.

The non-dimensional time step of all CFD simulations is $\Delta \tilde{t} = \Delta t U_\infty / c = 0.01$, which results in about 800 time steps for each vortex shedding period. A maximum of 50 inner iterations per time step are employed in the URANS-2D case, and a maximum of 10 are employed in the DDES-3D case.

2.2 Structural dynamics system setup

In the present FSI simulations, the airfoil is allowed to move freely (i.e. without an imposed motion) along its edgewise direction and without deformation. The CFD solver is tightly coupled to a one degree of freedom lumped-element dynamical
system, without damping, of the form

\[ m\ddot{x}(t) + kx(t) = l(t), \]

where \( m \) is the mass per spanwise unit length of the airfoil, \( k \) is the stiffness constant per unit length, \( \ddot{x} \) is the edgewise acceleration of the airfoil and \( x \) its displacement, \( t \) is time, and \( l \) is the lift force per unit length, computed as the edgewise projection of the integral of the pressure and viscous stress fields over the airfoil surface, as obtained from the CFD simulation. A schematic representation of this dynamical system is shown in Fig. 3.

In all simulations, the airfoil chord is set to \( c = 1 \) m. The mass per unit length value is set as \( m = 40 \) kg/m, and the stiffness constant per unit length is defined as \( k = 20808 \) N/m. Both URANS-2D and DDES-3D dynamical models have a structural natural frequency of \( f_s = \sqrt{k/m}/(2\pi) = 3.63 \) Hz, and a mass ratio of \( \tilde{m} = m/(\rho_\infty c^2) = 32.7 \), where \( \rho_\infty \) is the fluid density at the inlet. These structural properties are in line with those used in previous works (Skrzypiński et al., 2014; Lian et al., 2022, 2023a, b), which have been defined to be representative of the dynamics of a realistic wind turbine blade. Note that the most relevant parameters for the VIV response are the mass ratio, which is high enough to be representative of civil structures under wind loads, and the ratio between the structural natural frequency and the vortex shedding frequency, which is studied parametrically in the present work. The structural damping is also a relevant parameter in VIV, but is set here to zero to give conservative results if used to inform structural design engineering models. As stated in the introduction (Sect. 1), in-line motion has little effect on the VIV response, allowing for the analysis of the present simplified one-dimensional structural model, especially given the relatively large aerodynamic damping expected in the flapwise direction. The present results of a 2D and a short aspect ratio 3D case can be used to inform sectional engineering models, but modifications of these models may be required to predict the response of a full wind turbine blade under realistic conditions, due to spanwise non-homogeneous structural, aerodynamic and inflow properties.

The dynamic equation is solved iteratively for each CFD solver time step using the Newmark-beta method (Newmark, 1959) with a convergence criterion for the residual acceleration between two iterations of \( 1 \times 10^{-5} \). More details on the FSI coupling implementation in MaPFlow can be found in Papadakis et al. (2022). The motion calculated by the structural solver is passed to the CFD solver as a whole grid position update, so no mesh deformation algorithm is required.

### 2.3 Computational cost and mesh sensitivity analysis

The URANS-2D simulations were carried out on the Magerit-3 Supercomputer at CeSViMa (Universidad Politécnica de Madrid). A typical URANS-2D VIV simulation was run for 130 000 time steps, on 80 CPUs, taking a wall-clock time of about 12 hours. This gives a total of about \( 1.5 \times 10^5 \) CPU hours for the 15 URANS-2D VIV simulations presented here. The DDES-3D simulations were carried out on the MareNostrum 4 Supercomputer at the Barcelona Supercomputing Center. A typical DDES-3D VIV simulation was run for 30 000 time steps, on 1200 CPUs, taking a wall-clock time of about 192 hours. This gives a total of about \( 1.6 \times 10^6 \) CPU hours for the 7 DDES-3D VIV simulations presented here. These data show the extent to which simulations with the URANS-2D approach take shorter to run and are much less resource-intensive than with the DDES-3D approach.
Apart from the 2D mesh described in Sect. 2.1, two finer meshes have been tested to check the sensitivity of the URANS-2D results to the mesh resolution. A mesh called “medium” is created by doubling the resolution over the airfoil and in the radial direction, for a total of four times as many elements, i.e. about $1.3 \times 10^5$ cells. The third mesh, called “fine”, is defined by making the mesh three times finer in both directions, for a total of about $3 \times 10^5$ cells. The Courant number is preserved in all simulations by reducing the time step accordingly. The 2D mesh presented in Sect. 2.1 and used throughout the rest of the present work is named “coarse”.

The inflow velocity considered for the sensitivity analysis is such that the vortex shedding frequency matches the structural frequency, so large vibrations are expected. The results obtained and compared are the maximum of the airfoil non-dimensional motion displacement, $\max(\dot{x})$, the standard deviation of the lift coefficient $\sigma_{c_l}$, and the mean drag coefficient $\bar{c}_d$. These values are calculated using a time series length of fifty non-dimensional time units, starting after the wake development non-dimensional transient time, $\tilde{t}_{\text{trans}}$, has passed.

The time series results with the three meshes are plotted in panel (a) of Fig. 4, and the percentage differences between the results obtained with the coarse and medium meshes with respect to the fine mesh results are shown in panel (b) of the same figure. It can be observed that the results for the three meshes are quite similar for the three quantities analyzed. The use of the coarse mesh setup is considered a good compromise between accuracy and computational cost. A simulation with the medium mesh setup takes about 8 times longer to run than with the coarse mesh setup, and a simulation with the fine mesh takes about 18 times longer. Note that this type of sensitivity analysis for the DDES-3D case would be much more computationally expensive to run. The mesh chosen for the DDES-3D simulations is finer than the URANS-2D mesh, as explained in Sect. 2.1, and is in line with the mesh previously used by Skrzypiński et al. (2014).
3 Results and discussion

3.1 Static airfoil case

The flow field around the airfoil in a static position is simulated to provide information about the vortex shedding frequency. This configuration will be used as a reference for the analysis of the VIV response of the moving airfoil performed in the following sections. Two simulations are carried out at a Reynolds number $Re = 2 \times 10^6$, one for the URANS-2D model and one for the DDES-3D model.

3.1.1 Lift coefficient frequency content

The vortex shedding frequency can be approximated by the frequency of the lift force fluctuation (Bishop and Hassan, 1964), typically obtained as the peak of its Power Spectral Density function (PSD).

In the present work, the lift coefficient fluctuation is obtained as $c_l(t) - \overline{c_l}$, where $c_l(t) = l(t)/(0.5 \rho U_\infty^2 c)$, being $c_l(t)$ the lift coefficient and $\overline{c_l}$ its mean value, and $U_\infty$ the constant inflow velocity. The PSD of this zero-mean lift coefficient time series, $S_{c_l}(f)$, where $f$ is frequency, has been calculated using the Blackman-Tukey estimator, with a Hamming window, and a maximum lag used for the autocovariance function estimation equal to the time series length minus one. The non-dimensional form of this PSD, $\tilde{S}_{c_l} = S_{c_l} U_\infty/c$, is analyzed, and shown in terms of the non-dimensional frequency $\tilde{f} = fc/U_\infty$. One-thousand frequency points between $\tilde{f} = 0.1$ and $\tilde{f} = 0.17$ are employed, after checking that almost all of the energy is contained within these frequencies from the PSD of the whole frequency range. The PSD estimation has been performed using the open-source toolbox mVARbox (Gallego-Castillo et al., 2024). The initial period of the time series associated with the transient wake development, spanning the non-dimensional time interval $\tilde{t} \in [0, 100]$, is excluded from all statistical calculations, including...
the aforementioned PSD and mean lift coefficient. After excluding the transient period, the total simulation period for the URANS-2D case is 540 non-dimensional time units, and for the DDES case it is 1100.

The PSD of the lift coefficient fluctuations for both modelling cases, normalized with the variance of the lift coefficient $\sigma_{\Delta c_l}^2$, are compared in Fig. 5. Two y-axes are shown in the figure, the left one corresponds to the DDES-3D case, and the right one to the URANS-2D case, to accommodate for the different range of variation of the PSD values in both cases. For the URANS-2D case, almost all of the energy is concentrated around a single peak found at a non-dimensional frequency of about 0.126, whereas the DDES-3D PSD shows multiple peaks at clearly separated frequencies. The Strouhal number for the URANS-2D case is thus approximated as $St_U = 0.126$. On the other hand, for the DDES-3D case there is no clear dominant shedding frequency. The energy is spread out in multiple peaks in the range $[0.11, 0.16]$, so the authors consider it inappropriate to report a single Strouhal number value for this case. In Schewe (1983), it was found experimentally that for the case of a circular cylinder in the upper transition regime, $Re \in [1 \times 10^6, 5 \times 10^6]$, no clear single vortex shedding frequency could be identified in the lift coefficient fluctuations PSD. It was suggested that, in this regime, the flow experiences multiple unstable configurations, although no evidence could be given of a relationship between the PSD frequency peaks and the lift and drag coefficients behaviour. In Lehmkuhl et al. (2014), LES simulations of a static circular cylinder at different Reynolds numbers were performed, and they observed that for the case in the critical regime ($Re = 3.8 \times 10^5$) there were two different vortex shedding frequencies in the PSD of the cross-stream velocity fluctuations. They noticed that one of the frequency peaks matched the frequency they obtained from a simulation in the subcritical regime, and the other peak matched the frequency they obtained in the super-critical regime. This duplicity in the vortex shedding frequency was attributed to a switching between two flow configurations, arising from the asymmetry in the flow characteristic of the critical regime. Recently, in Ellingsen et al. (2022) two different vortex shedding frequencies were identified in the PSD of the lift coefficient of a circular cylinder, obtained from wind tunnel experiments. These two frequencies were observed in the whole range of Reynolds numbers studied $Re \in [8 \times 10^5, 2.17 \times 10^6]$, which belong to the supercritical regime, and they were associated with two different spatial patterns of the cylinder surface pressure. It was not determined whether the two spatial patterns happened simultaneously or were intermittent. As far as the present authors are aware, the existence of multiple peaks of similar energy in the PSD of the lift coefficient, which leads to an ambiguity in the Strouhal number definition, has not been reported before for the case of an airfoil.

### 3.1.2 DDES-3D flow regimes

To compare the time evolution of the aerodynamic forces acting on the airfoil predicted by the URANS-2D and the DDES-3D approaches, the time series of the lift and drag coefficients ($c_l$ and $c_d$ respectively) for both models are shown together in Fig. 6. The results are shown for a non-dimensional time interval $\tilde{t} \in [100, 300]$ just to improve the visualization of the fluctuation patterns. It is noticeable that, for the URANS-2D case, the lift and drag time series are highly periodic. For the DDES-3D case, the time patterns of both coefficients are more irregular. Specifically, the lift coefficient predicted with the DDES 3D approach experiences amplitude changes, and the drag coefficient shows simultaneous changes in amplitude and
mean value. These low-frequency modulations are seen to be of various degrees of intensity and of different duration along the whole time series $\tilde{t} \in [100, 1200]$.

In Lisoski (1993), experiments were performed for flat plates at $90^\circ$, with different aspect ratios, and Reynolds numbers between 3000 and 9000, and they reported lift and drag coefficient time patterns similar to those presented in Fig. 6 for the DDES-3D case. Direct numerical simulations (DNS) were performed by Najjar and Balachandar (1998), for a flat plate at $90^\circ$, both in a 2D configuration and a 3D configuration with an aspect ratio $AR = 2\pi$ and for a Reynolds number $Re = 250$ in both cases. The authors presented a drag coefficient time series for their 2D case which is highly periodic, like the URANS-2D case shown in Fig. 6. Their 3D simulations of the flat plate show a drag and lift time series with irregularities, similar to the ones evidenced in the DDES-3D results presented here. This may imply, leaving out the large difference in Reynolds numbers, that the regular vortex shedding observed for the URANS-2D case is a consequence of the 2D nature of the simulation and not only of the modelling of turbulence. The authors also explored the mean drag force behaviour during the different low-frequency cycles and identified two main flow regimes, the high drag regime ($H$) and the low drag regime ($L$). It was found that during the $H$ regime the shed vortical structures are more coherent. More recently, an additional regime called $M$ was proposed by Hemmati et al. (2016), occurring between regimes $H$ and $L$.

In Fig. 6 it can be seen that there are some time segments of varying duration where the behaviour of the aerodynamic coefficients predicted by the URANS-2D and the DDES-3D configurations are similar, not only in terms of amplitude and mean values but also frequency, e.g. during non-dimensional times 160 to 200, and in the vicinity of $\tilde{t} = 240$ and $\tilde{t} = 290$. These time segments might correspond to the high mean drag flow regime $H$. Najjar and Balachandar (1998) describe the $H$ regime as one with coherent spanwise vortices, whereas in regime $L$ these vortices are broken apart. It seems reasonable then that the 2D simulation results are more similar to the 3D results during the high drag regime, as 2D simulations may be considered as spanwise uniform. A visual confirmation of this behaviour is given later on, in Sect. 3.3.

The existence of different flow regimes, as is observed in Fig. 6, each potentially having different characteristic vortex shedding frequencies, constitutes one possible explanation for the multiple peaks observed in Fig. 5, for the lift coefficient
Figure 6. Detail of the lift coefficient (top) and drag coefficient (bottom) as a function of non-dimensional time, for both the DDES-3D and the URANS-2D static simulations of the DU96-W-180 airfoil.

PSD obtained from the DDES-3D simulation. To further explore the idea that the vortex shedding frequency changes as time progresses, the time evolution of the frequency content of the lift coefficient is quantified, utilizing the continuous wavelet transform (CWT) of the lift coefficient fluctuation. The bump wavelet with 48 voices per octave in the range $\tilde{f} \in [0.1, 0.17]$ is employed. The use of CWT to inspect the time-frequency content of the aerodynamic forces in a VIV analysis has been previously implemented, for example by Zhao et al. (2022).

In Fig. 7, the CWT result is visualized using the scalogram representation (bottom panel), along with the whole lift coefficient time series (top panel). The scalogram shows the estimation of the instantaneous lift coefficient frequency content in the y-axis, against the non-dimensional time in the x-axis. Brightness is used to quantify the L1 normalized magnitude of the CWT, which serves as an indicator of the lift coefficient fluctuations amplitude content at each frequency (Lilly, 2017). A blue solid line is plotted on top of the scalogram, marking the time evolution of the most energetic instantaneous frequency. In this scalogram, it is seen that the vortex shedding frequency varies notably as time progresses, and that at any given time there is apparently just one dominant shedding frequency. It can be thus concluded that the PSD with multiple peaks observed in Fig. 5 is the result of individual vortex shedding frequencies occurring at different time intervals. When comparing the scalogram with the lift coefficient time series, which share the x-axis, it is observed that the low amplitude oscillations of $c_l$ occur at a higher frequency than the high amplitude ones. These variations may be attributed to the switching of flow regimes. Therefore, the $H$ regime, characterized by a highly coherent shedding pattern and large amplitudes of the lift coefficient fluctuations, would present lower shedding frequencies than the other regimes. It is worth noting that the PSD previously shown in Fig. 5 has many distinct peaks, so it seems that there is not a one-to-one correspondence between vortex shedding frequency and flow regime. This non-correspondence between frequency and regime is also observed in the scalogram, in the non-dimensional time interval $\tilde{t} \in [500, 600]$, identified with the $H$ regime from the $c_d$ time series not shown here, where the vortex shedding frequency is seen to decrease continuously as time passes. The dashed line shown in the scalogram in Fig. 7 corresponds to the Strouhal number obtained with the URANS-2D results, and is seen to match reasonably well with the vortex shedding frequencies observed during the $H$ regime for the DDES-3D configuration. This similarity is in accordance with the observation made above regarding Fig. 6, that the time series for both configurations matched well qualitatively in the $H$ regime.
The $H$ regime may be triggered in the DDES-3D case as a consequence of increased coherence due to the spanwise boundary condition influence, given the short length of the 3D model (Wu and Sharma, 2020). Simulating models with higher aspect ratios would reduce the influence of the spanwise boundary condition, at the cost of increased computational resources for the same mesh density. Nonetheless, this intermittently increased spanwise correlation of the lift forces may occur anyway, either spontaneously or due to external conditions like airfoil motion or coherent turbulent structures. In the opinion of the authors of the present paper, more research on this topic is required to understand better this complex phenomenon.

### 3.1.3 Strouhal number analysis

To further assess the ambiguity in the Strouhal number definition for the DDES-3D configuration, a sensitivity analysis has been performed concerning the length of the time series used to calculate the PSD of the lift coefficient fluctuations, $S_{c_l}$. In Fig. 8, the non-dimensional frequency corresponding to the highest peak in the PSD of the lift coefficient fluctuations, $\tilde{f}_{\text{max}}(S_{c_l})$, is plotted as a function of the non-dimensional duration of the time series used to compute this PSD, $\tilde{t}_{\text{final}}$. That is, as $\tilde{t}_{\text{final}}$ increases, a longer part of the time series is used, until for the last value the whole series is employed. It is observed that, while for the URANS-2D case the frequency quickly converges to its final value, for the DDES-3D case there are significant frequency jumps and no signs of convergence. The percentage difference in the PSD peak frequencies for the DDES-3D case

![Figure 7. Lift coefficient time series (top), and non-dimensional scalogram of the lift coefficient (bottom), for the DDES-3D static case. In the scalogram, the blue solid line (—) marks the frequency bin with the highest magnitude at each time bin, and the dashed horizontal line (—) indicates the Strouhal number obtained from the URANS-2D static case.](image-url)
observed in Fig. 5, $\tilde{f}_{\max}(S_{cl}) \in [0.123, 0.151]$, with respect to the converged URANS-2D frequency, $St_U = 0.126$, is in the range $[-3, 20]\%$. Note that the Strouhal number value is typically employed in engineering models for the prediction of the vortex-induced forces and VIV response of a body, as mentioned in Sect. 1.

In Table 1, a list of Strouhal numbers reported in the literature for wind turbine airfoils at $\alpha = 90^\circ$ using different CFD modelling options is presented. The turbulence modelling approach is specified under “Method”, and the aspect ratio under “AR”. It can be observed that the reported St values become larger as the aspect ratio increases, and also as the fidelity of the simulations increases (from URANS to DES or DDES). The St number obtained in the present work with the URANS-2D approach agrees reasonably well with those collected from the literature shown in Table 1. The range of Strouhal values obtained in the present work with the DDES-3D approach encompasses the previously reported Strouhal number values shown in Table 1, including those from URANS, DES and DDES simulations, both 2D and 3D. Both in Skrzypiński et al. (2014) and Lian et al. (2023a), it is mentioned that their lift coefficient PSDs, for the DES and DDES cases, show energy content at more than one frequency, but that there is a single dominant peak, which they report as the Strouhal number. The total non-dimensional simulation time used to determine the Strouhal value in Skrzypiński et al. (2014) is 168 non-dimensional time units, and in Lian et al. (2023a) it is reported as “over 40 vortex shedding periods” where 40 periods would correspond to a non-dimensional simulation time of approximately 260 units. Both of these time series might be too short to allow for the detection of the multiple shedding frequencies observed in the present work. In Fig. 8, a value of about $\tilde{f}_{\max}(S_{cl}) = 0.15$, very close to the Strouhal number 0.153 reported in Table 1 for the DDES and DES 3D cases, can be seen prominently in the DDES-3D results, especially in the non-dimensional time interval $\tilde{t}_{\text{final}} \in [300, 600]$. This means that, if the present simulation had been of a length within that range, the highest peak in the PSD would have been found at the non-dimensional frequency $\tilde{f} = 0.15$. Furthermore, it has been checked that this peak would have been clearly dominant if the simulation had been run with a non-dimensional final time in the interval $\tilde{t}_{\text{final}} \in [400, 500]$. But, as has been shown throughout this section, such a frequency value would not have been representative of the vortex shedding flow behaviour in the present DDES-3D case.
Table 1. List of Strouhal number values reported for wind turbine airfoils at $\alpha = 90^\circ$ using different CFD models. Note that “2D” in the Aspect Ratio column means that the simulation is two-dimensional. In the case “Present work” with DDES, a range of Strouhal numbers is given instead of a single value.

<table>
<thead>
<tr>
<th>Study</th>
<th>Airfoil</th>
<th>Method</th>
<th>AR</th>
<th>Re</th>
<th>St</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present work</td>
<td>DU96-W-180</td>
<td>URANS</td>
<td>$2 \times 10^6$</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td>Pellegrino and Meskell (2013)</td>
<td>NREL S809</td>
<td>URANS</td>
<td>$1 \times 10^6$</td>
<td>0.116</td>
<td></td>
</tr>
<tr>
<td>Skrzypiński et al. (2014)</td>
<td>DU96-W-180</td>
<td>URANS</td>
<td>$2 \times 10^6$</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>Lian et al. (2022)</td>
<td>DU96-W-180</td>
<td>URANS</td>
<td>$2 \times 10^6$</td>
<td>0.121</td>
<td></td>
</tr>
<tr>
<td>Lian et al. (2023a)</td>
<td>DU96-W-180</td>
<td>URANS</td>
<td>$2 \times 10^6$</td>
<td>0.119</td>
<td></td>
</tr>
<tr>
<td>Present work</td>
<td>DU96-W-180</td>
<td>DDES</td>
<td>1</td>
<td>$2 \times 10^6$ $\in [0.11, 0.16]$</td>
<td></td>
</tr>
<tr>
<td>Skrzypiński et al. (2014)</td>
<td>DU96-W-180</td>
<td>URANS</td>
<td>1</td>
<td>$2 \times 10^6$</td>
<td>0.137</td>
</tr>
<tr>
<td>Skrzypiński et al. (2014)</td>
<td>DU96-W-180</td>
<td>DDES</td>
<td>1</td>
<td>$2 \times 10^6$</td>
<td>0.153</td>
</tr>
<tr>
<td>Lian et al. (2023a)</td>
<td>DU96-W-180</td>
<td>DES</td>
<td>1</td>
<td>$2 \times 10^6$</td>
<td>0.153</td>
</tr>
</tbody>
</table>

3.2 Free to move airfoil case

In this section, the Fluid-Structure Interaction (FSI) response of the airfoil is simulated by coupling the CFD solver to the one-degree-of-freedom elastic system solver, as described in Sect. 2, being the airfoil free to move along its edgewise (chordwise) direction. Different simulations are performed varying the inflow velocity in order to capture the airfoil response inside and outside the frequency lock-in range, as in Lian et al. (2022, 2023a, b). The URANS-2D FSI simulations are run at 15 different inflow velocities, for 1300 non-dimensional time units each. Whereas the DDES-3D simulations, due to computational resources limitations, are run for 7 inflow velocities, for 300 non-dimensional time units each.

3.2.1 Non-dimensional frequency ratio definition

Typically, to present the results for the above-mentioned different inflow velocities in a non-dimensional form, use is made of the ratio between the vortex shedding frequency defined by the static case Strouhal number, and the structural natural frequency, i.e. $f_{St}/f_s$, where $f_{St} = StU_\infty/c$, with the Strouhal number $St$ being obtained from static simulations or experiments (Griffin et al., 1973; Lian et al., 2022). A ratio of one means that the vortex shedding frequency if the body were stationary matches the structural natural frequency, corresponding to a classical resonance situation. The vortex shedding frequency obtained from a static case, $f_{St}$, is expected to approximate well the actual vortex shedding frequency of a free to move case when outside the lock-in range. In the present work, for the URANS-2D case, the Strouhal number used to determine the frequency ratio is obtained from the static CFD simulations, $St_U = 0.126$, as reported in Sect. 3.1. For the DDES-3D case, it is argued in Sect. 3.1 that there is not a single Strouhal number for this configuration. Nonetheless, in the present work it is found that, by choosing a Strouhal number value of $St_D = 0.132$ for the DDES-3D case, the VIV response obtained with both approaches as a function of the frequency ratio $f_{St}/f_s$ is remarkably similar, as will be shown in the current section. This Strouhal number
value of 0.132 matches one of the peaks obtained in the PSD shown in Fig. 5. It is also worth noting that this Strouhal number value is 13.7% lower than the Strouhal value of 0.153 reported by the other authors shown in Table 1.

In what follows, different characteristics of the VIV response of the airfoil obtained with the URANS-2D and DDES-3D simulations will be compared, and the choice of this \( \text{St}_D \) value will be discussed. The results will be presented in terms of the frequency ratio \( f_{\text{St},i}/f_s \), where \( i = \{ U, D \} \) referring to the URANS-2D and DDES-3D configurations respectively, and \( f_{\text{St},i} = \text{St}_i U_\infty / c \) is the vortex shedding frequency calculated using the chosen Strouhal number value from the static simulations (\( \text{St}_U = 0.126 \) and \( \text{St}_D = 0.132 \)).

### 3.2.2 Non-dimensional amplitude growth rate

One of the results that characterize the vortex-induced vibration response is the maximum amplitude of the airfoil displacement. In the present analysis, due to the large computational cost of the DDES-3D simulations, the simulated time was not long enough to get an accurate estimation of the airfoil displacement maximum amplitude. This computational time limitation is common to other studies. Some authors choose to show the maximum amplitude reached after a certain simulation time has passed, and use this value for comparison between different cases (Skrzypiński et al., 2014; Lian et al., 2022). The present authors believe that this is not a good choice, because the initial transients may be different for different simulations. It might also give an erroneous perception to the reader of the actual amplitude that would be reached, if it is not very clearly stated that the simulations have not converged to a stationary amplitude value. As an alternative, in this work, it is proposed to employ the non-dimensional growth rate of the displacement amplitude as a characteristic of the VIV response. This metric can clearly indicate the VIV lock-in range, by differentiating cases with almost no amplitude growth (out of lock-in) from cases with relatively large growth (lock-in). This metric is more consistent between different sets of simulations and does not require of long time series to be obtained.

This non-dimensional growth rate of the displacement amplitude is defined as the slope of the straight line which fits a convenient time interval of the magnitude of the Hilbert transform of the non-dimensional displacement time series. Thus, to calculate the non-dimensional growth rate of the displacement amplitude, we first calculate the magnitude of the Hilbert transform of the time series of the non-dimensional displacement \( \tilde{x} = x/c \). The resulting time series is denoted \( h_{\tilde{x}}(t) \). This time series can be employed as an approximation of the non-dimensional displacement envelope or amplitude (Zou et al., 2015). Then, a time interval of \( h_{\tilde{x}}(t) \), corresponding to the initial displacement growth, is chosen. In the present work, the time interval has been selected after a visual inspection of the results. The same non-dimensional time interval has been chosen for all inflow velocities and both the URANS-2D and DDES-3D cases, namely \( 150 \leq \tilde{t} \leq 300 \). Finally, a straight line is fitted to this interval of the envelope, and the slope of the line is obtained. This slope, which is the approximation to the non-dimensional amplitude growth rate, is denoted \( r_{\tilde{x}} \).

The growth rate calculation process is illustrated in Fig. 9. Firstly, a time series of the non-dimensional displacement \( \tilde{x} \) is shown in the top panel (a), together with the positive part of its Hilbert transform magnitude \( h_{\tilde{x}}(t) \). Additionally, the selected time interval (\( 150 \leq \tilde{t} \leq 300 \), as mentioned before) is marked. Next, in the bottom panel (b) the same time series and envelope as those in panel (a) are shown cropped to the selected time interval, together with a straight line fitted to this portion of the
Figure 9. Illustration of the amplitude growth rate calculation procedure. (a) Time series of the non-dimensional edgewise displacement, $\tilde{x}$, along with, in a thicker line, the envelope of the time series calculated with the Hilbert transform, $h_{\tilde{x}}$. Additionally, the limits of the time interval selected for the linear fit to $h_{\tilde{x}}$ are marked with vertical dashed lines. (b) Time series of the non-dimensional edgewise displacement $\tilde{x}$ within the time interval selected for the linear fit, along with the estimated amplitude $h_{\tilde{x}}$, and the straight line fitted to $h_{\tilde{x}}$ in this portion of the envelope. The amplitude growth rate is defined here as the slope of the fitted line. All results are for a URANS-2D FSI simulation at $f_{St,U}/f_s = 0.98$.

The slope of this straight line is the non-dimensional amplitude growth rate, $r_{\tilde{x}}$, which is the metric proposed to determine the lock-in range and to compare the two modelling approaches studied. The amplitude growth in all the simulations presented in the present work is well approximated by straight lines. VIV displacement responses with an initial growth rate which is largely non-linear have been reported, e.g. in Derksen (2019) for a 2D cylinder with low mass ratio values.

This procedure is followed for every simulation, i.e., for every frequency ratio $f_{St,i}/f_s$, for both URANS-2D and DDES-3D approaches. The resulting non-dimensional displacement amplitude growth rates are presented in Fig. 10. Both approaches predict growth rates close to zero for small and large frequency ratios and a considerable increase of this parameter for frequency ratios around one. This range of frequency ratios where the growth rate is appreciably higher than zero is proposed as a measure of the lock-in range. Considering the results presented in Fig. 10, the lock-in range is established to be about $f_{St,i}/f_s \in [0.85, 1.1]$, for both URANS-2D and DDES-3D approaches. The results demonstrate that there is a very good agreement between the URANS-2D and DDES-3D predictions of the growth rate for all frequency ratios.
3.2.3 Aerodynamic coefficients

Some results that characterize the VIV response, other than the displacement behaviour, are the lift coefficient standard deviation $\sigma_{c_l}$ and the mean drag coefficient $\overline{c_d}$. These two parameters are presented in Fig. 11, for both URANS-2D and DDES-3D approaches, as a function of the frequency ratio. Note that due to the limited length of the time series obtained with the DDES-3D model, to make a fair comparison, the statistics for all simulations are calculated in all cases just for the non-dimensional time interval $\tilde{t} \in [150, 300]$. The results from both models match to a high degree in the vicinity of the resonant frequency, i.e. inside the lock-in range, whereas large discrepancies appear for very small or very large frequency ratios. The higher lift coefficient standard deviation and mean drag coefficient values outside the lock-in range obtained with the URANS-2D approach may be attributed to the two-dimensional character of these simulations, as is well known and documented (Mittal and Balachandar, 1995). The $\sigma_{c_l}$ values predicted with the DDES-3D approach, outside the lock-in range, are about 42% smaller than those predicted with the URANS-2D approach, whereas inside the lock-in range, this difference is reduced to about 8%. Likewise, the $\overline{c_d}$ values predicted with the DDES-3D approach, outside the lock-in range, are about 20% smaller than those predicted with the URANS-2D approach, whereas inside the lock-in range, this difference is reduced to about 2%.

To further illustrate the similarities of the VIV airfoil response predicted by the URANS-2D and DDES-3D approaches inside the lock-in range, one example of the time series of the non-dimensional displacement and the aerodynamic coefficients $c_l$ and $c_d$ are shown in Fig. 12, cropped in time for better visualization. Note that the frequency ratio $f_{St,i}/f_s$ is not exactly the same for both models, but similar enough to be comparable, and well within the lock-in range. In this comparison, the $x$-axis is the time $t$, and not the non-dimensional time $\tilde{t}$, because inside the lock-in range the vortex shedding frequency is locked-in to the natural frequency of the structure $f_s$, which is the same for both configurations. Therefore, the oscillation period is the same for both approaches and equal to $T = 1/f_s$, but the non-dimensional oscillation period, $\tilde{T} = U_\infty/(f_s c)$, is different for any given frequency ratio $f_{St,i}/f_s$, because the velocity at which this ratio is achieved, $U_\infty = f_{St,i} c/St_i$, depends on the Strouhal number chosen for each approach, which are different in the present work. In the comparison shown in Fig. 12, the
Figure 11. Lift coefficient standard deviation (top) and mean drag coefficient (bottom) as a function of the ratio between the Strouhal-defined vortex shedding frequency and the structural natural frequency, for the two modelling approaches. In both cases, the time series used to calculate these statistical parameters are limited to the non-dimensional time interval $\tilde{t} \in [150, 300]$.

Both URANS-2D and DDES-3D approaches predict similar time series for $\tilde{x}$, $\sigma_{c_l}$ and $\tilde{c_d}$. The similarity in the oscillation frequency was expected, as explained above. It was also expected from the results in Fig. 10 and Fig. 6, that the displacement growth rate, lift coefficient amplitude and mean drag coefficient would be similar. Additionally, it can be seen that the transitory behaviour of the lift and drag coefficients are also similar. In both approaches the lift coefficient amplitude is steadily growing with time, whereas the drag coefficient amplitude seems to be constant, while its mean value increases with time at a steady rate. The DDES-3D results show a slightly less periodic behaviour of both aerodynamic coefficients. The similarities of the aerodynamic coefficient time series inside the lock-in range are in contrast to the results previously shown in Fig. 6 for the static airfoil case, where the differences were noticeably larger.

To represent the relationship in time between the airfoil dynamics and the lift force, a phase plane is shown in Fig. 13, for both the DDES-3D and URANS-2D cases. The frequency ratios chosen (corresponding to the lock-in range) and the time series segments length shown ($7 < t < 10$ s) are the same as those of Fig. 12. The left panel contains the phase plane of the non-dimensional displacement and the lift coefficient, where the time series are shown as lines evolving anticlockwise. Note that the lift force is defined as positive when pointing in the negative $x$-direction. The right panel contains the phase plane of the lift coefficient and the non-dimensional airfoil velocity, $\tilde{u}_x = d\tilde{x}/d\tilde{t}$, where the time series are also shown as lines evolving anticlockwise. The aerodynamic power added from the flow to the airfoil motion can be defined as the product of the airfoil velocity times the aerodynamic force projected in the direction of motion (Skrzypiński et al., 2014). With the axes system used in the present work, this means that energy is added to the airfoil when the lift coefficient has the opposite sign as the airfoil velocity. In the right panel of Fig. 13, the quadrants with the circled $+$ sign correspond to time series segments where the fluid is adding energy to the airfoil motion, and those with the circled $-$ sign are time segments where the airfoil is losing energy.

The shape of the phase plane can provide information about the phase difference between the two variables represented. In this case, the deviation from the purely elliptical shape means that the phase is changing within the duration of each oscillation.
Figure 12. Time series segment of the airfoil non-dimensional displacement (left), lift coefficient (middle) and drag coefficient (right), for the two modelling approaches, at a similar ratio between the Strouhal-defined vortex shedding frequency and the structural natural frequency inside the lock-in range. This deviation is due to the not perfectly sinusoidal nature of the lift coefficient, which is often better modelled as a van der Pol type oscillator (Hartlen and Currie, 1970; Skop and Balasubramanian, 1997), resulting in the aforementioned time-dependent phase difference between lift and displacement or velocity. In both panels of Fig. 13, an excellent agreement is observed between the URANS-2D and DDES-3D cases on the magnitudes of the lift coefficient, non-dimensional displacement and non-dimensional velocity, as well as on their relative phases.

Figure 13. Phase plane of non-dimensional displacement (left) and non-dimensional velocity (right), versus lift coefficient, for simulation time between $t = 7$ s and $t = 10$ s, for the two modelling approaches, at a similar ratio between the Strouhal-defined vortex shedding frequency and the structural natural frequency inside the lock-in range. The quadrants with the $+$ sign correspond to segments of the time series where the lift coefficient is adding energy to the motion, and the quadrants with the $-$ sign to those where energy is extracted from the motion.
3.3 Three-dimensional flow field analysis

As suggested in Sect. 3.1.2, it is expected that the amplitude of the loads over the airfoil is related to the coherence of the vortical structures. For instance, the vortex shedding predicted with the DDES-3D approach should be more coherent inside the lock-in range, when the airfoil vibrates with large amplitudes, than outside the lock-in range or for the static case (Lian et al., 2023a), at least during the initial build-up of vibration amplitude. This might explain why the 2D and 3D predictions of the airfoil displacement and aerodynamic coefficients match closely in the lock-in region.

To qualitatively observe the coherence in the shedding of vortices for the DDES-3D case, flow visualizations of three cases with different expected levels of coherence are shown in Fig. 14. The three cases shown correspond to DDES-3D simulations of, from top to bottom, the static simulation at time instant \( \tilde{t} = 300 \), the static simulation at time instant \( \tilde{t} = 500 \), and a free to move simulation, with \( f_{St,3D}/f_s = 1.08 \), at time instant \( \tilde{t} = 300 \). In panel (a) of Fig. 14 snapshots of the pressure coefficient field, \( c_p \), are presented in a slice of the flow field at the midspan plane of the 3D airfoil. The pressure coefficient is defined as \( c_p = 2(p - p_\infty) / (\rho_\infty U_\infty^2) \), where \( p \) is the pressure field and \( p_\infty \) is the pressure at the inlet. In panel (b) of Fig. 14, snapshots of the Q-criterion isosurfaces for \( \tilde{Q} = Qc^2/U_\infty^2 = 1 \), superimposed to snapshots of the spanwise velocity field, also in the midspan slice, are shown. The time instant \( \tilde{t} = 300 \) of the static simulation can be considered to belong to the \( L \) regime, due to the irregular lift coefficient behaviour and the high Strouhal number around this instant observed in Fig. 7. On the other hand, the time instant \( \tilde{t} = 500 \) is seen to belong to the \( H \) regime, where the lift coefficient exhibits high amplitude and regular oscillations, while the associated Strouhal number remains low. Lower coherence is expected in the \( L \) regime than in the \( H \) regime. The free to move simulation is well within the lock-in range, and the airfoil is undergoing large and growing vibrations at the selected time instant, so the coherence should be even higher.

The presence of vortices can be recognized in the pressure field, as these vortices correspond to low-pressure areas. It is observed in panel (a) of Fig. 14 that the intensity of the shed vortices, as indicated by the values of the pressure coefficient, is lowest for the static \( L \) regime case, and highest for the free to move case. It can also be observed that for the \( L \) regime case, one of the vortices shed from the trailing edge seems to be missing or has a very low intensity.

Regarding the Q-criterion isosurfaces in panel (b) of Fig. 14, it is noticeable that for the free to move case the vortical structures are more spatially coherent, and the least coherent structures correspond to the \( L \) regime case. In all three cases there are clear streamwise vortical structures (ribs), which induce spanwise velocities in the wake in the order of 10% of the inflow velocity as shown by the non-dimensional spanwise velocity field presented.

The vortical structures of the static cases agree well qualitatively with the static case presented by Lian et al. (2023a), although in said work there is no distinction between regimes \( L \) and \( H \). The lock-in case also agrees well with that presented by Lian et al. (2023a) for a low damping case well inside the lock-in range. The results presented in this section agree well with the interpretation previously given in Sect. 3.1.2, showing that the \( L \) regime is characterized by lower coherence of its vortical structures, as well as less intense and irregular vortex shedding, compared with the \( H \) regime. Moreover, it is shown that large and growing edgewise motions further increase this coherence and the vortex shedding intensity.
4 Conclusions

In this work, the vortex-induced vibration response of an airfoil designed for wind turbines is obtained using high-fidelity FSI simulations. Two configurations, with different levels of fidelity and computational cost, are simulated and compared, namely a 2D airfoil with the URANS turbulence modelling approach (URANS-2D) and a 3D airfoil with an aspect ratio of one and the DDES turbulence modelling approach (DDES-3D).

To characterize the Strouhal number of the flow, simulations of the static airfoil are performed, and it is shown that for the DDES-3D configuration only there is an intermittent switching of the flow regime, which produces a time-varying Strouhal number without a clear dominant value. The Strouhal numbers predicted with the DDES-3D approach are in the range $[0.11, 0.16]$. It is observed that long simulations are required to characterize the switching of flow regimes, and it is noted that short simulations may produce the misconception that there is a single dominant vortex shedding frequency.

To compare the VIV simulation results between both approaches, the results are typically plotted in terms of the ratio between the Strouhal-defined frequency and the structural natural frequency, where the Strouhal number employed is observed from a static case. For the DDES-3D approach, as there is not a single Strouhal number in the static case, the Strouhal number is chosen such that the lock-in range compares well between the two approaches. This DDES-3D Strouhal number of 0.132
is seen to correspond to one of the dominant frequencies in the static case. This criterion to choose the Strouhal number is supported by the well-known fact that the coherence of the wake flow is increased as the body undergoes large and growing vibrations, thus implying that the simulated VIV response of the 3D airfoil under such conditions could be similar to that of the 2D simulations. The DDES-3D Strouhal number of 0.132 is 5% higher than the URANS-2D Strouhal number of 0.126 obtained from the static simulation. It is also 14% lower than the previously reported Strouhal number of 0.153 for similar setups of the 3D airfoil.

It is proposed to compare the VIV response between different approaches using the non-dimensional displacement growth rate, which is a robust metric and only requires short-time simulations. This metric is employed to define the extent of the lock-in range. A very good level of agreement is found between the two presented approaches for the growth rate and lock-in range. Furthermore, the lift coefficient standard deviation and the mean drag coefficient predicted during the VIV initial growth period are also found to be in good agreement between approaches, but only inside the lock-in range. To the best of the authors’ knowledge, this level of agreement between URANS-2D and DDES-3D predictions of the airfoil VIV response has not been reported before, either in terms of lock-in range extent, vibration growth rate or aerodynamic forces.

It is thus concluded that relatively cheap URANS-2D simulations may be as good for obtaining the VIV initial response of an airfoil as DDES-3D simulations of an airfoil with an aspect ratio of one. Caution is advised regarding the influence of the lateral boundary conditions for such a short-span geometry as that of the DDES-3D setup, although preliminary simulations, not shown here, for the same airfoil with an aspect ratio of twenty-one have revealed equivalent results. Due to their computational cost, the computed DDES-3D time series have not been run for long enough for the maximum displacement amplitudes to be reached, and therefore it has not been established whether they would compare well to those from the URANS-2D approach.

Using the information from the VIV initial response obtained with relatively cheap URANS-2D simulations, even cheaper engineering models could be developed. URANS-2D simulations may allow for a correct VIV characterization under different conditions, such as different Reynolds numbers, mass ratios, structural damping values, airfoil shapes, angles of attack, initial displacement values, and concurrent forces or displacements. Nonetheless, higher-fidelity simulations may still be needed for the correct characterization of three-dimensional phenomena, associated with the spanwise geometry, such as full-blade mode shape, twist and chord taper, and associated with non-homogeneous inflow conditions, such as shear, atmospheric boundary layer turbulence or flow inclination.

Data availability. Data will be made available upon reasonable request.

Author contributions. RF: Conceptualization, Methodology, Investigation, Formal analysis, Writing – original draft preparation. GP: Methodology, Software, Writing - review & editing. OL: Supervision, Conceptualization, Writing - review & editing. SA: Supervision, Software, Writing - review & editing. VR: Conceptualization, Resources, Writing - review & editing. AC: Conceptualization, Writing - review & editing. CG: Formal analysis, Software, Writing - review & editing.
Competing interests. The authors declare that they have no conflict of interest.

Acknowledgements. Project MEDEA RTI2018-095592-B-I00 funded by MCIN/AEI/10.13039/501100011033. First author’s grant PRE2019-089821 funded by MCIN/AEI/10.13039/501100011033 and the European Social Fund “ESF Investing in your future”. The authors thankfully acknowledge the computer resources at MareNostrum and the technical support provided by BSC (RES-IM-2023-1-0020), used for the DDES-3D simulations. The authors gratefully acknowledge the Universidad Politécnica de Madrid (www.upm.es) for providing computing resources on Magerit Supercomputer, used for the URANS-2D simulations. We would like to express our gratitude to Professor David H. Wood for his fruitful insights.
References


