Reply to Referee 2 by Borowski et al..

We thank the referee for the very helpful comments that have significantly contributed to improving the
manuscript and have addressed each one accordingly below. Our answers are given in “italics”. The
line numbers given refer to the initial version of the manuscript.

Borowski et al. provide an interesting assessment of the impact of inter-annual variability on long-term
wind speed estimates. The topic is a valuable one and the authors did a nice job with their research
design and analysis. I especially appreciate the helpful tables describing the observational sites and
the variety of ML models considered. The manuscript is a bit challenging to follow at times, with
references to analyses discussed much later in the text than the reader’s current location, but the
findings are nicely summarized in the discussion section.

= Thank you for your thoughtful feedback and positive comments on our research design and analysis.
We are pleased that the discussion section provides a clear and effective summary of our findings,
despite difficulties in following at times. The other referee had a similar comment. Thus, we added a
reference to a later section at one point.

General comments:

Comment - There are a number of extremely short paragraphs (two sentences, sometimes only one)
in the text that should either be elaborated upon, combined with other relevant text, or removed if
they are found to provide limited context or support for the analysis.

= Thank you for the comment. We agree and removed unnecessary line breaks:
o Line break 20-21 removed.
o Line break 22-23 removed.
o Line break 62-63 removed.
o Line break 77-78 removed.
o Line break 82-83 removed.
o Line break 88-89 removed.
o Line break 102-103 removed.
o Line break 156-157 removed.
o Line break 160-161 removed.
o Line break 193-194 removed.
o Line break 197-198 removed.
o Line break 291-292 removed.
o Line break 296-297 removed.
o Line break 303-304 removed.

Comment: This paper’s value to the wind energy community would benefit significantly if the results
were translated into an energy parameter in the discussion. In particular, T could see great value by
running the various wind speed time series through a reference turbine power curve and then speaking
to the findings in terms of capacity factor ranges.

= Thank you for this valuable comment. We agree that translating the results into an energy parameter
could enhance the paper’s relevance to the wind energy community. However, using a single reference



turbine power curve for all sites might introduce a bias, as turbines are typically selected based on
site-specific wind conditions, which vary significantly across the investigated sites. To address this and
providing meaningful energy-related insights, we additionally calculated the “mean normalize ensemble
range” (MNER) for wind power density (WPD) at each site, as well as, the factor between MNER of
wind power density and wind speed and included both as Figure and corresponding text in Section 3.3
(initial manuscript). This approach allows us to express the results in terms of wind energy potential
while avoiding using a turbine power curve for all locations. The following additions to the manuscript
were made:

Method Section 2.2.2 (line 167): “The wind power density (WPD) is calculated by WPD = 0.5pv3,
where v represents wind speed. The air density p is determined by p = po(RT)™t, with po being the
surface pressure, R as the specific gas constant of dry air (R = 287.058 J(kg-K)~'), and T is the the
surface air temperature at 2 meters. The WPD-MNER is calculated similarly to the MNER of wind
speed (as described in the previous paragraph). The factor between WPD-MNER and MNER of wind
speed is calculated by the quotient: WPD-MNER / MNER of the wind speed.”
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Figure 9: Left: Comparison of the mean max. normalized ensemble range based on the multi-year over-
lap time period 2010-2016 for wind power density (WPD-MNER2o10—2016 [%], illustrated by the color
scale) as obtained by different methods (indicated below) and for varying sites (indicated on the left).
The sites are sorted by the terrain complezity from lowest to highest (black arrow); terrain complex-
ity categories (simple, heterogeneous, (very) complex) are separated by dashed horizontal black lines.
Right: Figure setup like left, but for the factor between WPD-MNER2010—2016 and MNERs910—2016 for
wind speed.

Result Section 3.3 (line 274): “The relationship between wind power density and wind speed is cubic
and therefore, uncertainty in estimating wind speed significantly impacts the uncertainty of wind power
density and annual energy potential. The translation of wind speed uncertainty to annual energy po-
tential uncertainty is not consistently defined. Holtslag (20183) state that 1 % uncertainty in wind speed
is related to 1.8 % in annual energy potential. EMD (2025) give the rough orientation that in regions
with low wind speeds (6-7ms~ ), wind speed uncertainty should be tripled for annual wind potential
uncertainty while it is only doubled for higher wind speeds (about 8ms~') and only 1.5 times at re-
gions with even higher wind speeds (about 9ms~1). To connect the MNER of wind speed (Fig. 8) to a
more comprehensive energy parameter, the MNER for wind power density (F'ig. 9, left) is calculated.



Additionally, the factor (Fig. 9, right) between the MNER of wind speed and wind power density is
determined. The results indicate that, on average, a factor of approzimately three (2.6) is achieved.
Further, the factor between MNER of wind speed and wind power density does not increase with com-
plezity. But, the studied sites have averaged wind speeds ranging from approzimately 5ms~ to Tms™!
(Table 1), which suggests that the roughly tripled uncertainty aligns with the results from EMD (2025).”

Section 3.3 (line 276): ”The observed tripled uncertainty in WPD-MNER underscores the impor-
tance of accurately estimating wind speed and reducing wind speed uncertainties.”

Discussion (line 356): ” Translation into energy parameter: The analysis of the relationship between
wind power density and wind speed reveals a cubic dependency, indicating that even minor uncertain-
ties in wind speed can lead to significant variations in annual energy potential. Transferring the results
from wind speed uncertainty to wind power density, an average factor of 2.6 was found; but, it could
be individually higher or lower. Our study, which encompasses sites with wind speeds between 5m s~!
and 7m s, aligns with the EMD (2025) assertion of approzimately tripled uncertainty under these
conditions. This significant factor highlights the critical need for accurate uncertainty estimations in
wind speed predictions, with the goal of enhancing the reliability of energy yield prediction in the wind
energy sector.”

Discussion (line 384): ”When translating wind speed uncertainties to wind power density uncer-
tainty, SpeedSort appears to be the most affected, with a factor of 3.7, while Random Forest and
AdaBoost exhibit similar performance to the classic methods, with a factor of approximately 2.5.”

Specific comments:

Comment - Line 29: I recommend removing the word “hindcast”, as this method is often applied
forward in time as well, as reference datasets increase their temporal coverage.

= Thank you for the comment. We have revised the sentence and removed the term “hindcast” in this
case. Please see our response to “Comment - Section 2.2.27 regarding why this change was not applied
to other instances in the manuscript.

Comment - Line 40: Diurnal uncertainty is another important component that deserves mention.

= Thanks, we revised the sentence to mention the diurnal uncertainty as well (line 41):
”..., wind variability (diurnal, inter-annual and inter-monthly, as well as future projections), ...”

Comment - Line 50: Concerning the more than 20 methods Lee et al. (2018) compared, can you
follow up with a quick mention of which method(s) was found to be most advantageous and why?

= Thank you for the comment. As suggested, we added a few sentences about Lee et al. (2018)’s
findings to the introduction (line 51):

"They recommend using the robust and resilient coefficient of variation (RCoV) to quantify the fluc-
tuations in wind resources and energy production. Since RCoV is a normalized spread metric and -
compared to other metrics tested - more effectively captures the relationship between large wind speed
fluctuations in a wind farm and the resulting variability in wind energy production, it is an advanta-
geous spread metric compared to other metrics. However, ...”

Comment - Line 90: When aggregating to hourly intervals, are you selecting the top of the hour
measurement (which would best align with ERA5’s instantaneous hourly output) or converting to
hourly averages?

= Thanks for the question. Since 10-minute averages are available (for most of the sites) and the
measurement at the top of the hour corresponds to either the 10-minute average before or after the



hour (depending on the site), it likewise does not reflect the instantaneous ERA5 value. Averaging the
two 10-minute intervals before and after the full hour could be used to approrimate the instantaneous
ERAS5 value. However, the resulting value differed only marginally from the hourly mean. So, we
decided to take hourly averages of the measurements. In addition, due to the coarse spatial resolution
of the ERAS reanalysis the fluctuations on hourly level typically also represent the conditions better
than in 10-min intervals that still contain fluctuations that are not present in the reanalysis dataset.

Comment - Line 94: “Modern reanalysis... ” — you may wish to update the grammar and intention
of this sentence for clarity.

= Thank you for the comment. We have revised the sentence and have changed the wording from
”Modern reanalysis” to ”Current generation of reanalysis”.

Comment - Line 98: This sentence may prove controversial in its current form. Many wind energy
researchers feel that a 1-hour temporal resolution is not high and they do not attribute their use of
ERADS5 to that or the relatively coarse spatial resolution. Rather, many studies show that ERA5 exhibits
good correlation with wind observations. You may wish to focus on this aspect, as it ties nicely to MCP.

= Thank you for this comment. We have revised the text section as follows:

”While mesoscale dowscaling approaches might provide even more accurate average wind speeds at
sites, several studies have pointed out the suitability of ERAS for wind energy applications (Olauson,
2018; Hahmann et al., 2020; Dérenkamper et al., 2020; Gottschall and Dorenkimper, 2021) due to its
relatively high spatial resolution of ~0.28°(31km) and - compared to other reanalyses - high resolution
in time of one hour. In particular, the correlation between measurements and ERAS5 has been proven to
be high, making it in particular suitable for long-term referencing applications (Meyer and Gottschall,
2022; Gottschall and Dérenkdmper, 2021).”

Comment - Line 103: Do you have confirmation that the nearest grid points are on land and not over
water, where the dynamics can be very different? Some of your observations are quite close to the coast.

= Thank you for your comment. Indeed, as you noted, the nearest model grid point for the site Megler
18 situated over water, while all other sites were not affected. To address this, we recalculated using the
next onshore grid point from the ERAS reanalysis. We have revised the manuscript accordingly and
added a sentence to Section 2.1.2:

"An exception is made for the Megler site, where the nearest grid point is over the sea, and the dy-
namics can differ significantly. Therefore, the next grid point that has land surface properties in the
reanalysis was selected instead.”

During the recalculation, changes in the python-based implementations of the machine learning meth-
ods of the selected libraries affected values at other sites for RForest, but especially for AdaBoost. The
uncertainty related to these implementation changes varies by site, averaging between 0.0 and 0.3 for
RForest, and reaching up to 0.6 for AdaBoost. For other methods, only minor rounding errors were
observed. We carefully revised the manuscript and updated the values. The overall conclusions of the
study of course remains unchanged, and therefore, no modifications were made to the context of the
manuscript. To address the uncertainty related to the change of implementation of the machine learn-
ing methods, we added another sentence to the discussion (line 384) and revised the surrounding:

” Further, changes in the implementation of machine learning methods can influence the outcome. The
impact of the changes in the implementation is highly dependent on the specific site, resulting here in
average values ranging from 0 to 0.3 for RForest and reaching up to 0.6 for AdaBoost.”

Comment - Line 105: Why are you only focusing on 1950 to 2020 when ERA5 has 1940 to present
available?

= Thank you for the comment. The backward extension of ERA5 has been publicly available since 2023



(Soci et al., 2024). The original design of the study began before that and we started with including
data from 1950 onwards. The quality of reanalyses has steadily improved over time as more and more
observational data has been integrated over the decades. Studies showed that especially data for the
decade prior to 1950 are much poorer especially in Europe, resulting in lower quality reanalyses (Soci
et al., 2024). Thus, we decided to not extend our analysis backwards when the data became available.

Comment - Line 148: This sentence is a bit confusing and implies that temperature and pressure
are decomposed into sine and cosine, which Table 3 contradicts.

= Thanks, it was not our intention to express this. We revised the text to provide clarity:

”The wind speed related and atmospheric state descriptive variables wind direction, temperature, pres-
sure, time of day, and seasonality are used as features for the advanced ML approaches. The variables
with circular nature (wind direction, time of day, months) are decomposed into sine and cosine com-
ponents (Table 3).”

Comment - Section 2.2.2: Again, I encourage use of a different term than “hindcast” as Figure 3
shows that you look forward in time from the measurements as well as behind. Perhaps “Long-term
ensemble range”?

= Thank you for the comment. Indeed, from the perspective of the used measurements, the long-term
correction is also looking into the future; viewed from today, the entire corrected times series lies in
the past. Because of this and to maintain consistency throughout the manuscript, we have retained our
wording. But to ensure clarity, we have added a clarifying note within the method section (line 156).
”Note, that the long-term correction covers periods both before and after the measurement period, we
use the term “hindcast” because the entire corrected time series lies in the past from today’s perspec-
tive.”

Comment - Section 3.1: Might align better in Section 2.

= Thanks for this comment, we have moved it to the recommended section and revised the surrounding
paragraphs and headings. The previous section 3.1 has been renamed to ”Wind climatology at selected
sites: A comparison with ERAb5,” while section 2.1 is now titled ”Selection of met mast and reanalysis
data” for clarity regarding the content of each section.

Comment - Line 205: Can you please be more specific than “see below”? Perhaps guide the reader
to a specific section, figure, or table.

= Thanks for the hint, we changed ”"see below” to ”see Section 3.3.1”.
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