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Abstract. Wind turbines extract kinetic energy from the wind flow and convert it to electric power, while leaving downstream

complex, non-stationary, and meandering plumes of reduced wind speed and increased turbulence, called wakes. Several an-

alytical models have been proposed in the literature to describe the structure of wake properties, such as wind speed deficit

(∆U), turbulence intensity (TI), or turbulence kinetic energy (TKE), all of which have been expressed as a function of the

upstream, or undisturbed, value of said properties. While this dependency on undisturbed values is natural and practical for a5

single wind turbine, it becomes less so in the presence of multiple turbines, to the point of being meaningless in large wind

farms, where the distance between front- and last-row turbines may exceed tens of kilometers and therefore the very concept of

undisturbed flow is moot for the majority of turbines. As such, superposition methods, which aim at obtaining the final distribu-

tion of wake properties in overlapping wakes from multiple wind turbines, struggle to provide consistent results, especially for

turbulence properties. In addition, the literature is lacking coherent definitions of the superposition methods, with each study10

introducing its own naming convention and often slightly different formulations. Here we propose a framework to standardize

wake superposition for use with any analytical model of wake properties, including ∆U, TI, or TKE (but not temperature or

pressure). The framework is based on the concept of “inflow”, as opposed to undisturbed, values, which are in general affected

by upstream turbines and are truly undisturbed only for front-row turbines. Within this framework, we propose that the inflow

property should not be a constant, but rather a function of z, taken at a fixed distance upstream of each turbine, for example15

one diameter. Furthermore, the superposition methods are grouped into two main categories (i.e., simple or normalized sum-

mation), with the value of an exponent m controlling the linearity or non-linearity of the summed terms. The performance of

the superposition methods within the framework is assessed for three analytical wake models (one for each of the three wake

properties ∆U, TI, and TKE) against LES results from independent studies under various wind farm layouts, turbine models,

and atmospheric stabilities. General findings are that the value of m controls the magnitude of the resulting wake property,20

with higher values for smaller m, and that, for the same value of m, the simple summation methods tend to create stronger

overlapping wakes than the normalized ones in terms of turbulence properties, but the opposite is found for wind speed deficit.

We conclude that the selection of the superposition method depends in part on the bias of the analytical wake model itself.

1 Introduction

Annual wind power production has been growing due to the increasing size and number of both onshore and offshore wind25

farms (Díaz and Soares, 2020). This expansion has raised critical questions about the interaction between wind farms and the
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atmospheric boundary layer (ABL) and about the effects of wind farms and turbines on downwind areas and other wind farms.

Wind turbines convert the kinetic energy of the inflow wind into electricity, creating wake regions downstream. In a wind farm,

wakes from each wind turbine cause a velocity deficit and an increased level of turbulence, which reduce the output power and

increase the fatigue and dynamic loads on downwind turbines (Burton et al., 2011). The average power losses due to the wakes30

accounts for 10 to 20% of the total power output in large offshore wind farms (Barthelmie et al., 2009). It can even affect the

power production of neighboring wind farms (Nygaard, 2014).

Turbulence is one of the main parameters to consider in studying the interaction between wind turbines and the atmospheric

boundary layer and the wake region in the wind farms (Kumer et al., 2016; Porté-Agel et al., 2020). In a wind farm, turbulence

is driven by atmospheric stability and wind shear and is strongly dependent on site location, season, and synoptic conditions. In35

large wind farms, turbulent vertical momentum flux plays a major role in efficiency (Emeis, 2018). Moreover, under relatively

low offshore turbulence, strong wakes can persist and extend tens of kilometers downstream of the wind farms (Bodini et al.,

2019; Platis et al., 2018; Golbazi et al., 2022). Turbulence intensity (TI), the ratio of the standard deviation of the wind speed

(σU ) to the horizontal mean flow velocity Ū :

TI =
σU

Ū
(1)40

has been the only variable for turbulence characterization in wind farms because it is used in the International Electrotechnical

Commission (IEC) standard (International Electrotechnical Commission, 2019). However, there is much more information in

the wake region than what can be captured with TI, and higher-order statistics, as well as individual turbulence intensities along

each axis, should not be neglected (Morales et al., 2012; Archer, 2025). By contrast, turbulent (or turbulence) kinetic energy

(TKE), defined as half of the sum of the squares of standard deviations of the three velocity components along x,y, and z, is45

the kinetic energy per unit mass associated with the turbulent flow:

TKE =
1
2

(
σ2

u +σ2
v +σ2

w

)
=

1
2

(
u′2 + v′2 +w′2

)
, (2)

where the overbar (·) denotes a time average and the turbulent velocity components are the difference between the instantaneous

and the mean (e.g., u′ = u− ū). TKE quantifies the energy associated with velocity fluctuations and in particular it accounts

for the vertical fluctuations in the wind field, which are not accounted for with TI. In the wake region of large wind farms,50

the wind speed deficit is mostly replenished by vertical turbulent momentum fluxes, as resolved vertical advection is generally

minimal (Siedersleben et al., 2020). TKE is therefore more suitable than TI for studying wind turbine wake effects because

vertical mixing is significant.

Large-eddy simulation (LES) has been a successful numerical approach to study wind turbine wakes (Sørensen and Myken,

1992; Madsen, 1996; Sorensen and Shen, 2002; Mikkelsen, 2003; Xie and Archer, 2015, 2017; Breton et al., 2017; Ghaisas55

et al., 2017). Because of the high spatial and temporal resolutions, LES models are an accurate approach to study the effect of

wind turbine wakes on the surrounding environment (Wu et al., 2023). However, LES cannot be used for medium- or long-term

wind farm modeling because it is computationally demanding. The Weather Research and Forecast (WRF) model (Skamarock

et al., 2021), a numerical weather prediction or mesoscale model, is an appropriate tool to study the wind farm interaction
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with the boundary layer over medium- to long-term horizons, from several days to several years. However, since the spatial60

resolution of WRF is not fine enough (ranging between 1 and 100 km) to explicitly treat wind turbine wakes, a wind farm

parametrization (WFP) is needed. The Fitch scheme (Fitch et al., 2012) is the WFP available by default in WRF; it treats the

wind turbines in a grid cell as sinks of momentum and sources of TKE. The Fitch WFP ignores the wind farm layout within

a grid cell and therefore the interaction of multiple wakes cannot be simulated properly (Pan and Archer, 2018; Archer et al.,

2019, 2020; Fischereit et al., 2022). Several studies have found that the Fitch scheme adds too much TKE into the grid cells65

of the wind farms, which results in exaggerated mixing Pan and Archer (2018); Abkar and Porté-Agel (2015); Vanderwende

et al. (2016); Eriksson et al. (2015); Archer et al. (2020); on the other hand, not adding any TKE at all leads to poor agreement

with LES models of wind farms Vanderwende et al. (2016). To better capture the wind speed deficit caused by the sub-grid

wakes, several alternative WFP have been added in the WRF model (Ma et al., 2022b, a), referred to as the MAV wind farm

parameterizations from the authors’ initials, based on analytical models, discussed in the next section.70

1.1 Analytical wake models

Analytical models are a preferred choice for the purposes of optimizing the wind farm layout over flat terrain compared to

numerical simulation tools due to efficient computational cost (Porté-Agel et al., 2020). Most analytical wake models predict

the wind speed deficit (∆U ) in a wind farm to calculate the total power production accounting for wake losses (Archer et al.,

2018). The most widely used, the Jensen model (Jensen, 1983), predicts a uniform, top-hat wind speed deficit across the rotor75

area that expands with a constant rate as a function of distance x downstream. Since then, a series of wind speed deficit models

were developed (Katic et al., 1986; Larsen, 1988; Frandsen et al., 2006; Barthelmie et al., 2004). Bastankhah and Porté-Agel

(2014) proposed the first Gaussian model of the (normalized) wind speed deficit, which was later improved by Xie and Archer

(2015), “XA2015” hereafter, by introducing two different expansion rates along y and z (ky and kz), as follows:

δU =
∆U
U∞

= δU(x,y,z) =
U∞(z)−U(x,y,z)

U∞(z)
= δhub exp

{
−

[
(z−H)2

2σ2
z

+
y2

2σ2
y

]}
, (3)80

where

δhub = δhub(x) = 1−
√

1− CT

8σyσz

D2

, (4)

and

σy

D
=
σy(x)
D

= ky
x

D
+ ε,

σz

D
=
σz(x)
D

= kz
x

D
+ ε, (5)

where H and D are the turbine hub height and diameter; CT = CT (UH) is the thrust coefficient, typically provided by the85

turbine manufacturer as a function of hub height wind speed (UH ); U∞(z) is the undisturbed vertical wind speed profile; ε is

a function of CT (see Eq. 37 in XA2015). The XA2015 analytical model will be used later as the benchmark for wind speed

deficit.
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As for added turbulence, most analytical models in the literature have used turbulence intensity (TI) as the relevant variable.

Quarton and Ainslie (1990) suggested the first empirical formulation that relates the maximum added TI behind a wind turbine90

(∆TI) to the freestream turbulence intensity (TI∞) and the thrust coefficient. Crespo and Hernández (1996) proposed an

analytical function that provides the maximum ∆TI separately for the near wake (x < 3D, where the effects of the rotor

geometry are dominant, with steep gradients of pressure and axial velocity, and wake expansion) and the far wake (x≥ 3D,

where the effect of rotor geometry is insignificant on the wind flow, and the wake is mainly influenced by the atmospheric

turbulence generated by wind shear associated to the wind speed deficit and by entrainment processes).95

Ishihara and Qian (2018) provided the first three-dimensional analytical equation for TI added by a wind turbine as a

Gaussian function in the radial direction r (from the center of the rotor) multiplied by an amplitude function (an inverse

function of x), as follows:

∆TI(x,y,z) =
1

d+ e x
D + f

(
1 + x

D

)−2 ×
{
k1 exp

[
−

(
r− D

2

)2

2σ2

]
+ k2 exp

[
−

(
r+ D

2

)2

2σ2

]}
− δ (z) (6)

100

δ (z) =





0 z ≥H

TI∞ sin
(
π
H − z
H

)2

z < H,
(7)

where d,e,f,k1,k2, and σ are functions of CT and TI∞ of the form aCb
TTI

c
∞ and the δ(z) term was later slightly modified

as follows by Qian and Ishihara (2021), hereafter “QI2021”:

δ (z) =





0 z ≥H

TI∞ sin2

(
π
H − z
H

)
cos2

(
π
y

D

)
0≤ z < H, |y| ≤D

(8)

Note that the δ(z) term, whether obtained with Eq. 7 or 8, is always positive for z < H and is not a function of x; therefore,105

given the minus sign in front of it, it will always subtract a fixed amount of TI from the region below the rotor for all streamwise

distances, which is unrealistic. The QI2021 model will be used as the benchmark for added TI in this study.

Later, Tian et al. (2022) developed a three-dimensional cosine-shape model to estimate the wake ∆TI by redistributing it

along the radial direction with a dual-cosine shape function. Similarly, Li et al. (2022) proposed a three-dimensional analytical

formula for added turbulence intensity. They also found that the added turbulence intensity, ∆TI , in the streamwise direction110

exhibits a self-similarity property similar to that of the velocity deficit.

Only two studies have used TKE, rather than TI, as the variable of choice to study turbulence in wind turbine wakes. The

most recent study based on TKE was that by Bastankhah et al. (2024) who, by analytically solving the TKE transport partial

differential equation using the Green’s function method, developed a model predicting the three-dimensional distribution of

added TKE (∆TKE) of a single turbine as a function of r and x:115
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∆TKE(x,r) =

x∫

X=x0

∞∫

ρ=0

νt(X)
2U0ϕ(X,x)

× exp
{−r2 + ρ2

4ϕ(X,x)
−ψ(X,x)

}
× I0

(
rρ

2ϕ(X,x)

)(
∂U(X,ρ)

∂ρ

)2

ρdρdX (9)

where I0 is the modified Bessel function of the first kind; U is the wake velocity profile; ψ and ϕ are two positive, monotonic

functions; νt is the turbulent viscosity; and ρ is a dummy variable. Since this model requires the integration of the wind speed

deficit squared, multiplied by tree other functions, which is only obtainable in a few simplified cases, it will not be used in the

rest of this study.120

In an earlier study, Khanjari et al. (2025) developed a three-dimensional analytical model for ∆TKE in the wake region

of a single turbine as a function of undisturbed hub-height turbulence intensity TI∞(H), undisturbed hub-height wind speed

U∞(H), D, H , and CT . They showed that their proposed model is in good agreement with LES and wind tunnel data under

different atmospheric stabilities and turbine characteristics. Their analytical model was therefore selected as the benchmark for

added TKE in this study (called “KA2025” hereafter) and will be described in more detail in Section 2.1.125

1.2 Superposition methods

The wake models described so far are valid for the wake region of a single turbine. In a wind farm, wakes from several wind

turbines may overlap and the resulting wind speed deficit or added turbulence need to be calculated via so-called superposition

methods. Again, the literature about superposition methods for the wind speed deficit is richer than that for added turbulence

and it will be briefly reviewed next; more details can be found in Porté-Agel et al. (2020). The two most common superposition130

methods to obtain the wind speed U at location x,y,z downstream of N wind turbines are the linear one (Lissaman, 1979):

U = U∞−
N∑

i=1

∆Ui, (10)

and the squared one (Katic et al., 1986):

U = U∞−

√√√√
N∑

i=1

(∆Ui)
2
, (11)

where:135

∆Ui = ∆Ui(x,y,z) = U∞−Ui (12)

is the wind speed deficit caused by turbine i alone, estimated for example via Eq. 3, and Ui = Ui(x,y,z) is the wind speed

downstream of turbine i. Note that U∞ is assumed to be the same for all the turbines.

As the incoming wind speed of each turbine i is not necessarily equal to U∞, Voutsinas et al. (1990) proposed an alternative

method to correct the ∆Ui in Eq. 12 as follows:140

∆Ui = Uin,i−Ui, (13)
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where Uin,i is the “inflow” velocity experienced by turbine i (coinciding with the true undisturbed upstream wind speed U∞

only for the front-row turbines) as a result of all the turbines upstream of it:

Uin,i = U(xi,yi) (14)

where xi,yi are the coordinates of turbine i and U is given by either Eq. 10 or 11. Because the hub itself introduces disturbances145

in the wind flow right upstream of the turbine location, the inflow wind speed is sometimes taken at a distance of −2.5D to

−1D upstream of the turbine, sufficient to avoid such disturbances.

The exact definition of both undisturbed and inflow wind speed depends on the application. If the goal is to estimate just

hub-height wind speed, then the Uin,i and U∞ values are to be considered at hub height, thus Uin,i = U(xi,yi,H) and U∞ =

U∞(H); if the goal is to estimate the full spatial distribution of wind speed (e.g., if wind shear is important), then Uin,i =150

Uin,i(z) and U∞ = U∞(z). Note that Ui = Ui(x,y,z) and ∆Ui = ∆Ui(x,y,z) regardless of the dimensions of Uin,i.

Several studies have focused on turbulence superposition models, most of which used TI as the relevant variable. Similar to

wind speed deficit, the goal of the TI superposition method is to obtain an expression for the turbulence intensity at location

x,y,z downstream of N turbines, each of which alone would add ∆TIi. Qian and Ishihara (2021) developed the first TI

superposition model based on the linear sum of squares (LSS) of turbulence variances, inspired by the IEC 61400-1 standard155

(International Electrotechnical Commission, 2019, Eq. E.3):

TI =

√√√√TI∞
2 +

N∑

i=1

(∆TIi +αij)
2
, (15)

where αij is an empirical correction term that depends only on the turbine j that is the nearest upstream from i and that should

only be used with the analytical model for added TI by Ishihara and Qian (2018), shown in Eq. 6. They investigated it for both

an in-line and a partially-offset layout and found that Eq. 15 delivers accurate predictions for an offshore wind farm based on160

LES runs.

Like with Eq. E.3 of the IEC 61400-1 standard, the issue with the LSS method in Eq. 15 is that it does not reconstruct the

TI added by the first turbine correctly. For the first turbine, αij = 0 and the TI downstream of it should be just TI∞+ ∆TI1;

with Eq. 15, however, the resulting TI is instead
√
TI2∞+ (∆TI1)2 ̸= TI∞+ ∆TI1. Because of this nonphysical behavior,

the LSS method is not recommended for wake turbulence superposition.165

Like for undisturbed wind speed, only the front-row turbines (i.e., the most upstream) experience the truly undisturbed

TI∞, while the others experience TIin,i, the “inflow” TI, generally different from TI∞ because TIin,i is the result of all the

turbines upstream of i combined. Note that the inflow TI of the first (or front-row) turbine(s) is TIin,1 = TI∞. This concept

was implicitly introduced by Zhang et al. (2022), who compared the performance of four different TI superposition models,

discussed next, for four in-line turbines from LES runs under different values of U∞ and TI∞. The first two are the geometric170

superposition method:

TI = TI∞

N∏

i=1

TIi
TIin,i

, (16)
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and the kinetic energy deficit method:

TI =

√√√√TI∞
2 +

N∑

i=1

(
TI2

i −TI2
in,i

)
, (17)

where TIi is the TI downstream of turbine i alone and TIin,i = TI(xi,yi,z) is the inflow TI at turbine i located at xi,yi.175

Like in Eq. 14, since the hub itself can cause localized turbulence, a location −1D upstream of the turbine can be used for

TIin,i = TI(xi− 1D,yi,z). Because the geometric and kinetic energy deficit methods do not isolate the TI added by each

wind turbine, they cannot easily be implemented in a WFP and therefore will not be considered further in this study.

The other two methods proposed by Zhang et al. (2022) are the (normalized) linear method:

TI = TI∞

[
1 +

N∑

i=1

∆TIi
TIin,i

]
, (18)180

and the (normalized) squared summation method:

TI = TI∞



1 +

[
N∑

i=1

(
∆TIi
TIin,i

)2
]1/2



 (19)

where ∆TIi is the added TI downstream of turbine i alone (∆TIi = TIi−TIin,i). Note that these two methods are denoted as

normalized (in parenthesis) because they are based on added TI normalized by TIin,i. In addition, Zhang et al. (2022) proposed

an exponential (normalized) superposition method:185

TI = TI∞



1 +

[
N∑

i=1

(
∆TIi
TIin,i

)m
]1/m



 (20)

where m= 0.8. The notation used here for Eqs. 16–20 is slightly different from that originally introduced by Zhang et al.

(2022), but it retains the full meaning of their formulations while being consistent with the notation used earlier for the wind

speed deficit ∆U . The focus of the original formulation by Zhang et al. (2022) was on TI at the locations of the turbines

(thus their index i was for the turbine of interest and j for the upstream turbines), while our focus is on any location x,y,z190

downstream of the turbines (thus TI has no subscript on the left-hand side of Eqs. 16–20 and i is the index for the upstream

turbines).

The literature is rather unclear about how to properly define and calculate the terms TIin,i, including TI∞ = TIin,1. Like

the Uin,i terms in the wind speed deficits, the TI∞ and TIin,i terms too can be taken at hub height [TI∞(H) and TIin,i(H)]

or their dependency on z can be retained [TI∞(z) and TIin,i(z)]. The original notation in Zhang et al. (2022) does not specify195

how to calculate them, but, in a personal communication, the authors explained that the TIin,i terms are to be calculated by

taking a spatial average of the TI over the area of the rotor disk at a specific upstream location (e.g., −1D). They reported that

Eq. 20 agrees better with the LES model of in-line turbines at Lillgrund and Horns Rev wind farms compared to the other four

superposition models if this convention is adopted. However, as discussed later and demonstrated in the Appendix in Fig. A1b,

using a constant value for TIin,i, whether at hub height or a rotor-average, introduces inconsistencies in the superposition and200

is therefore not recommended.
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Since the turbine-added turbulence is very small or even negative below the hub height due to ground effects and reduced

shear (Archer et al., 2019; Wu et al., 2023), superposition methods often produce weak predictions in this region. Li et al.

(2023) proposed a normalized superposition model of TI that comprises two parts, to handle both negative and positive values

of added TI:205

∆TI =





[∑n
i=1(∆TIi)

2.5
] 1

2.5 , ∆TIi(x,y,z)> 0

max{∆TIi}, ∆TIi(x,y,z)< 0
(21)

Then, similar to Zhang et al. (2022), they compared the results of their proposed model with the linear summation method:

∆TI =
N∑

i=1

(∆TIi) (22)

and the squared summation method:

∆TI =

√√√√
N∑

i=1

(∆TIi)2. (23)210

They considered two definitions for ∆TIi: ∆TIi = TIi−TIin,i, called “rotor-based” added turbulence intensity, and ∆TIi =

TIi−TI∞, called “ambient-based” added turbulence intensity; a similar classification was also introduced for the undisturbed

wind speed by Porté-Agel et al. (2020). Physically, the ambient-based definition is the correct choice for front-row turbine(s)

and the rotor-based definition for the rest.

A few combinations and minor variations of the above superposition methods for added TI have later been proposed and215

evaluated against numerical results based on the Reynolds-averaged Navier-Stokes (RANS) equations by Risco et al. (2023)

and Delvaux et al. (2024), which reached contradictory conclusions: the latter indicated that the kinetic energy deficit method

(Eq. 17, called simply “Square” in their paper) performed best, while the former showed that the linear method (Eq. 22)

provided the best agreement with the RANS results. Delvaux et al. (2024) pointed out that the very definition of ∆TI may be

an additional complicating factor when it is derived from TKE, which is often the case with LES or RANS results.220

In this paper, we will combine and standardize the approaches used in the literature to account for the superposition of

wake properties (i.e., TKE, TI, and wind speed) in a coherent framework. However, more attention will be devoted to TKE

because properly calculating TKE superposition represents a missing step towards ultimately developing a WFP that accounts

for turbulence, not just wind speed deficit, induced by sub-grid wakes in mesoscale models and because TI is not a variable

predicted in any mesoscale model. The ∆TKE model proposed by KA2025 (Section 2.1), the ∆TI model by QI2021 (Eq.225

6), and the δU model by XA2015 (Eq. 3) will be tested in the proposed framework for wake properties superposition (Section

2.2) and evaluated with a suite of three independent LES datasets (Section 3). Insights and recommendations will be part of

the last Section 4.
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2 Methods

2.1 The added TKE model230

For added TKE, we use the analytical equation proposed by KA2025, normalized by the square of the upstream hub-height

wind speed U∞ = U∞(H). This equation is the product of three functions: a streamwise functionA(x), a radial functionG(r),

and a vertical function W (z):

∆TKE
U2∞

= δTKE(x,y,z) = α×A(x)×G(r)×W (z). (24)

The tuning parameter α is utilized to control the amplitude of ∆TKE/U2
∞ in the wake. The streamwise functionA(x) follows235

a Weibull-like shape:

A(x) =
(
x−x0

λA

)kA−1

exp

[
−

(
x−x0

λA

)kA
]
, (25)

where λA and kA are the scale and shape parameters of the Weibull distribution. The radial G(r) follows a Gaussian shape

along the radial direction which peaks at the annular edges of the rotor as follows:

G(r) = exp

[
− (r−D/2)2

2σ2
r

]
, (26)240

where r =
√

(y− y0)2 + (z−H)2, y0 is the spanwise location of the turbine, and σr is a linear function of x:

σr(x) = kr (x−x0) + εrD, (27)

where kr is the radial expansion rate (i.e., ∂σr

∂x ) and εr is a multiplying factor to the rotor diameter that sets the initial width

of the Gaussian distribution of the added TKE along the annulus of the rotor disk. Lastly, the vertical function W (z) is also

assumed to be Weibull-like:245

W (z) =
(

z

λW

)kW−1

exp

[
−

(
z

λW

)kW
]
, (28)

where the shape parameter kW is set equal to 4.

In summary, the equation for ∆TKE/U2
∞ (Eq. 24) contains five unknown parameters: α,λA,λW ,kr, and εr. Khanjari et al.

(2025) proposed that α, kr, and εr depend on CT and TI∞ = TI∞(H) with the following general form:

a Cb
T TIc

∞, (29)250

whereas λA and λW include an additional dependency on D and H as follows:

λA = a D Cb
T TIc

∞, (30)
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λW =H + a D Cb
T TIc

∞. (31)

The parameters a,b, and c were obtained by KA2025 by curve-fitting against several LES datasets of added TKE behind single255

turbines under different stability conditions and their values are reported in Table 1.

Table 1. Functional relationships for the five fitting parameters from Khanjari et al. (2025).

α λA λW kr εr

(-) (m) (m) (-) (-)

Equation a Cb
T TIc

∞ a D Cb
T TIc

∞ H + a D Cb
T TIc

∞ a Cb
T TIc

∞ a Cb
T TIc

∞

a 0.217 3.938 1.384 0.480 0.411

b 2.269 -0.472 -0.429 0 0.728

c 0 -0.281 0.541 1.105 0.298

2.2 The proposed framework for wake properties superposition

The first step of the proposed wake superposition framework is a proper, physically informed, definition of the background or

undisturbed values (i.e., those with the∞ subscript). This concept is not straightforward. For a single turbine, it is the value of

the property of interest P (where P can be wind speed or TI or TKE) upstream of the turbine that has not been affected by the260

turbine itself. How far upstream one needs to go to obtain a truly undisturbed value is, however, complicated because induction

effects, although small in magnitude, have been measured as far upstream as −4D (Medici et al., 2011; Simley et al., 2016;

Porté-Agel et al., 2020). In addition, in a wind farm, only the front-row wind turbines experience the undisturbed flow, while

the rest of them are in fact “disturbed” by the very presence of upstream wind turbines. The latter issue has been captured in

the literature by the concept of “inflow” property Pin, which is the equivalent of P∞ but for the turbines that are not front-row.265

With this in mind, we introduce the following four propositions.

The first is that the undisturbed property P∞ is actually a special case of the inflow property Pin, not vice versa, which we

can write as follows:

P∞ = Pin,1 (32)

where the index 1 indicates the front-row turbine(s). Any added property by a turbine i should therefore be calculated by default270

based on the inflow value:

∆Pi = Pi−Pin,i (33)
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(except ∆U = Uin,i−Ui) and the inflow value should also be the one used at the denominator to normalize the property, if

needed. This proposition is aligned with the literature, as similar considerations were introduced for example by Porté-Agel

et al. (2020), who differentiated the “boundary-layer flow speed” from the “incoming flow speed”, or by Li et al. (2022), who275

introduced a “rotor-added” and an “ambient-based” added TI. Furthermore, this assumption is necessary in mesoscale model

applications where the wind farm is partitioned over multiple grid cells. In such cases, it may be difficult to identify which grid

cell should be treated as undisturbed, especially in the presence of intra-farm changes in wind direction. The value of P in each

grid cell, by contrast, is a straightforward choice for Pin.

The second proposition is that there should be a default location upstream of each turbine i at which to obtain the values of280

Pin,i, including P∞,i, and this location should be clearly specified. Here we propose the point located −1D upstream of each

turbine (Simley et al., 2016), including the front-row, thus:

Pin,i = P(xi− 1D,yi), (34)

where xi,yi are the coordinates of turbine i. The sensitivity to the default location selection, including possibly the effect of

the induction (Vollmer et al., 2024), should be the focus of future investigations.285

Shifting the focus from the upstream to the downstream region, wind turbine wakes eventually dissipate and the property of

interest recovers to its undisturbed profile. While the IEC standard uses 10D as the maximum distance after which turbulence

effects are supposed to vanish, evidence from the literature (e.g., Fig. 15 in Wu et al., 2023) indicates that TKE added by

wind turbines can last even past 20D. Physically, it would be preferred not to impose such a threshold because the analytical

TKE model should decay enough to asymptotically reach recovery; however, if a threshold must be imposed, e.g., to expedite290

numerical calculations, then 20D is the recommended value for the maximum streamwise extent. For the lateral expansion, a

maximum width of 3D− 4D is sufficient (Wu et al., 2023, Fig. 15).

The third proposition is that the inflow property should be a function of z by default, not a constant (from the literature, it is

typically its value at hub height):

Pin = Pin(z), (35)295

otherwise the superposition methods may introduce nonphysical features in the three-dimensional structure of the wake prop-

erty. To understand why, let us consider a normalized added TI formulation with a constant value for TIin(H) at the de-

nominator in Eq. 18 and focus on a level z2 near the ground, where turbulence is generally high and therefore TI∞(z2)>

TI∞(H) at any x,y. The distribution of TI downstream of the first wind turbine (i= 1) from Eq. 18 is TI(z2) = TI∞(z2) +

TI∞(z2)
∆TI1(z2)
TI∞(H) , which is incorrect and larger than the real TI(z2) = TI∞(z2) +∆TI1(z2). This issue does not affect just300

the first turbine(s), but all of them. As can be appreciated in Fig. A1b, the superposition with a constant value TIin(H) used

to normalize the added TI causes an underestimate for z > H and a slight overestimate for z < H . The only vertical level

for which a constant value of TIin(H) would lead to the correct value of TI is z =H; for all other levels it would lead to

inaccurate results. Thus, the use of a constant value TI∞(H) is perfectly adequate only for those special cases where the

three-dimensionality of the wake is not important because only the values at hub height are desired, e.g. in wake loss models305

for wind power generation. The same issue is also found for TKE in Fig. A1a.
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Lastly, from the literature, the methods to calculate a wake property superposition can be grouped into two main approaches:

the first, named “simple summation”, is based on the summation of the added property to the background, and the second,

called “normalized summation”, is based on the summation of the normalized added property. Both types can be utilized in

conjunction with any value of the exponent m used to raise the ∆P term. Here we will focus on three values of m (0.8, 1,310

or 2) because they are the only three that have been used in the literature. The formulation with m= 1 is a linear sum, that

with m= 2 is a linear sum of squares, and that with m= 0.8 is known as exponential (Zhang et al., 2022). Even though none

of them is derived from physical principles, there is no evidence in the past literature that one approach might outperform the

other.

Hereafter we assume that a total of Ntot wind turbines have been arranged in such a way that the first one is the most315

upstream, or front-row (i= 1), the second is the second most upstream (i= 2), etc. There can be multiple wind turbines in the

same front-row position and, for any location x,y,z, there areN ≤Ntot upstream wind turbines in total. ThusN is technically

a function of i, but, for consistency with the literature, we are omitting the subscript i. With these conventions, we can define

the normalized summation (NS) method as:

P = P(x,y,z) = P∞(z)



1 +

[
N∑

i=1

(
∆Pi

Pin,i(z)

)m
]1/m



 (36)320

and the simple summation (SS) method as:

P = P(x,y,z) = P∞(z) +




N∑

j=1

(∆Pi)
m




1/m

, (37)

where N is the number of wind turbines upstream of the location of interest x,y,z, P∞(z) is the undisturbed P , Pin,i(z) is the

inflow P profile at −1D from the location of turbine i (xi− 1D,yi), and ∆Pi is the added property at a location downstream

of turbine i as if it was alone and is provided by an analytical model. If P = U , the + sign in Eqs. 36–37 should be replaced325

with a − sign; in addition, the normalized wind speed deficit δU (as in Eq. 3), should be used for the ratio ∆Pi

Pin,i
.

The analytical models for: added TKE by KA2025 from Eq. 24, added TI by QI2020 from Eq. 6, and wind speed deficit by

XA2015 from Eq. 12 will be used in the rest of this paper to study the differences between the wake superpositions methods,

thus in Eqs. 36 – 37 the property P is equal to TKE, TI, and U , respectively. However, as mentioned in the Introduction, the

main focus will be on TKE.330

Note that, for added TKE and added TI, Uin,i(H) is also needed to calculate the value of CT in Eqs. 29–31 and Eq. 6.

We obtain it with the XA2015 model with the M3 superposition method of wind speed deficit from Eqs. 11 and 13, which

coincides with the SS method in Eq. 37 with m= 2. Other combinations of the XA2015 wind speed deficit with the various

superposition methods will be also assessed in Section 3, but this combination was the best performing one, in line with the

literature (Archer et al., 2018; Ma et al., 2022a).335
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The amount of added TKE by a single wind turbine depends also, from Eqs. 29–31, on TI∞(H), which itself can be

approximately obtained from TKE∞(H), assuming isotropy, as follows:

TI∞(H) =

√
2
3TKE∞(H)

U∞(H)
. (38)

However, for use with multiple wind turbines and with the superposition methods in Eqs. 36 – 37, TI∞(H) should be replaced

with TIin,i(H) (except for the front-row turbines) in Eqs. 29–31.340

While the steps to calculate the wind speed deficit and resulting wind speed with the XA2015 model are straightforward, as

long as the wind turbines are arranged in decreasing order of distance from the front row, a precise sequence of steps needs to

be followed in order to obtain the correct values of all the parameters needed to calculate TI or TKE at the location of interest

in the wake of Ntot turbines. The workflow of these steps is presented in Fig. 1.

Figure 1. Flowchart of the steps required for the superposition of P=TKE and P=TI with the KA2025 and QI2020 analytical models,

respectively. Note that the Ntot turbines are to be arranged in such a way that the first one (i = 1) is the most upstream one and the other

turbines (i) follow based on their increasing distance from it; N is the number of upstream turbines at a given location downstream of turbine

i, thus its value is updated at each iteration.

2.3 The LES datasets for validation345

We use three previously-published LES datasets, all of which are briefly described next, to evaluate the two TKE superposition

methods in Eqs. 18–20. The first, hereafter referred to as “WRFLES”, was generated by Wu et al. (2023) to investigate overlap-

ping wakes under three stability conditions (stable, neutral, and unstable) within two one-way nested domains with 15 m and

5 m horizontal resolution. The numerical code was the LES-version of the WRF model and the wind turbines were modeled
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with the generalized actuator disk parameterization by Mirocha et al. (2014) based on the PSU 1.5-MW Schmitz (2012) wind350

turbine (Figure 2). The layout consisted of three in-line turbines with D = 77 m and H = 80 m with a streamwise spacing of

7.3 m. The atmospheric stability was controlled by the surface heat flux.

Figure 2. Thrust coefficient of the three wind turbines used in this study as a function of hub-height wind speed.

The second LES dataset is called “JHU” dataset from Johns Hopkins University (Johns Hopkins University, 2025; Zhu

et al., 2025) contains LES results of a neutrally-stratified atmospheric boundary layer over a large wind farm, conducted using

the concurrent-precursor inflow method. The size of the computational domain is 28,224 m × 3,780 m × 2,000 m and it is355

discretized to 3,072 × 384 × 400 grid-points with grid resolutions of 9.2 m along the streamwise (x) axis, 9.8 m across the

transverse (y) axis, and 5 m in the vertical (z) direction. The wind farm consists of 60 NREL-5MW turbines with D=126 m

and H=90 m (Fig. 2) arranged in 6 columns and 10 rows. The flow is driven by a geostrophic wind speed of 15 m/s and the

Coriolis frequency is 1× 10−4s−1. Only the southern-most column of 10 in-line wind turbines was utilized in this study.

Lastly, the “SOWFA” dataset is named from the acronym of the Software for On/Offshore Wind Farm Applications (Church-360

field et al., 2012; Archer et al., 2013) that was used. It consists of a subset of the results by Ghaisas et al. (2017), who employed

the SOWFA solver under stable atmospheric stability over a complex mesh of 4000 m× 4000 m× 1000 m with fine resolution

(3.5 m) around 26 Siemens 2.3-MW wind turbines (D = 93 m, H = 63.4 m), parameterized as actuator lines, and coarser

resolution (7 m) in the rest of the domain. The case considered here is that of westerly flow with a streamline spacing of about

10D.365

The layouts of the three LES domains are shown (not in scale) in Fig. A2.
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3 Results

The first property that we will consider is P = U . Because wind speed deficit superposition has been studied extensively in

the literature, here we limit our analysis to the wind speed at hub height of each turbine, as Uin,i(H) is the input variable to

obtain the CT value from Fig. 2 and to calculate TKE from Eq. 24 for KA2025 (Fig. 1) and TI from Eq. 6 for QI2021. The370

benchmark model XA2015 is a normalized formulation by design because it provides an analytical equation for the normalized

wind speed deficit. As such, it is expected that the NS superposition methods outperform the SS ones. However, as shown in

Fig. 3, the NS methods quickly create non-realistic zero wind speeds in the wake of the inner turbines, whereas the SS methods

do not present this issue.

To identify the best combination for the wind speed superposition with the XA model, we calculated the root-mean square375

error over the cylinder centered around the rotor and with a length of 6D downstream of each turbine, from 1D to 7D (Fig.

4). The best performance was achieved with the SS method with m= 2, which is the exact equivalent of the M3 method in

Ma et al. (2022a), although the performance of the NS method with m= 2 was close. We then extracted the point-value of the

Uin,i at hub height at −1D of each turbine and evaluated the percent error as follows:
∣∣∣∣∣
UXA

in,i −ULES
in,i

ULES
in,i

∣∣∣∣∣× 100% (39)380

for the same layouts and flow conditions of the three LES datasets described in Section 2.3. The percent error for most turbines

was rather small and less than 8% (Fig. A2), consistent with its good performance demonstrated in the past (Archer et al.,

2018). The worst performance was for the second and third turbine of the WRFLES-U dataset, while the best overall was for

the SOWFA and JHU case, with a percent error at most turbines below 4%.

Next, we compare the distribution of the turbulence properties (P=TKE, TI) for the three LES datasets, starting with the385

WRFLES suite, against those calculated with the KA2025 and QI2021 models for TKE and TI, respectively, under the super-

position methods discussed in the framework (Figs. 5–6). Starting with TKE, the first row in Fig. 5 shows that the magnitude of

TKE in the wake of the front-row wind turbine is lower than the TKE behind the second and third turbines for all three stability

conditions, which suggests that TKE is slightly additive as more wakes overlap in a wind farm, at least in first three rows.

This property is captured with the simple summation method, especially under unstable conditions; by contrast, the normalized390

method tends to incorrectly place the highest added TKE after the second turbine.

The maximum TKE occurs near the rotor tips (y/D =±0.5) in this plane, which all methods captured properly. In addition,

while the largest values of TKE are seen in unstable conditions, up to 3.2 m2s−2, the background TKE are also highest in

unstable conditions (≈ 1 m2s−2), thus the TKE added by the turbines is ≈ 2.2 m2s−2. Similar amounts of added TKE are also

found in neutral and stable conditions (Fig. 5, second and third columns).395

A general feature that emerges from Figs. 5 and 6 is that the magnitude of added TKE and added TI in overlapping wakes

is inversely proportional to the value of the m coefficient, i.e., it is highest for m= 0.8 and lowest for m= 2, for both super-

position methods. Additionally, the SS method tends to add more TKE and TI than the NS method. As such, the selection of

which wake superposition method to pick may depend on the performance of the analytical model associated with it: if the
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Figure 3. Contours of U by the XA2015 model (Eq. 3) with the NS superposition (XA2015-NS, Eq. 36) and the SS superposition (XA2015-

SS, Eq. 37) for different values of m (0.8, 1, and 2) against the WRFLES results (WRFLES-N for neutral, WRFLES-S for stable, and

WRFLES-U for unstable) at hub height in the x− y plane. The blue dots represent the wind turbine locations in the domain.

analytical model generally underestimates the desired property, then a low value of m in conjunction with the simple method400

might deliver better results, and vice versa. In fact, the KA2025 model tends to produce a negative bias, thus underestimates

added TKE (Khanjari et al., 2025), and, not surprisingly it performs best with the SS method and m= 0.8. By contrast, the
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Figure 4. RMSE of wind speed calculated with the XA2015 model for the three WRFLES datasets utilized in this study.

QI2021 model tends to overestimate TI (i.e., positive bias) and therefore it performs best with a high value of m and with the

NS method (Fig. 6).

Because the focus of this study is on TKE and because the general features of the two superposition methods are consistent405

for both turbulence properties, we are now going to discuss mostly TKE. The spanwise profiles downwind of each turbine at

x= 5D from the WRFLES-N case (Fig. 7) confirm that the SS method generates higher TKE than the NS method for the same

value of m, but the best match occurs for m=1, especially at the second turbine. The profiles at the first turbine are collapsed

into one, as there is no wake overlapping there. The NS method consistently underpredicts the wake TKE for all values of m.

Similar patterns are also found for the stable and unstable WRFLES cases (Figs. A3 and A5).410

In the vertical (Fig. 8), the general patterns of a TKE peak in the upper part of the rotor and a second weak peak at the lower

part are well reconstructed by the KA2025 analytical model for all cases, but TKE drops too rapidly above the rotor. Again,

higher values of m imply lower values of added TKE, especially for the normalized summation method. The m= 0.8 results

with the simple summation method overestimate the peak TKE, thus the best performance is achieved with m= 1.

To assess the evolution of the wake TKE downstream, it is common practice in the literature (Delvaux et al., 2024; Risco415

et al., 2023) to calculate its average inside the rotor area at each grid point, centered at hub height, downstream of each wind

turbine (called a “rotor-integrated” TKE). The WRFLES results in Fig. 9 show clearly the slightly additive nature of TKE,

as the peaks of rotor-integrated TKE from the LES tend to increase after each additional turbine; this is also the case for TI

(Fig. A7). As hinted earlier, the normalized summation method does not capture this feature well: for all the values of m, the

peak is located at the second wind turbine, not the third. If this is an important characteristics to capture with the superposition420

method, then the simple summation is a better choice, especially withm= 1 orm= 0.8; however, withm= 2, also the simple

summation method is inadequate.
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Figure 5. As in Fig. 3, but for TKE contours with KA2025-NS and KA2025-SS.

Focusing next on the JHU dataset (Fig. 10), which was obtained under neutral atmospheric conditions, it appears that the

simulated column of wind turbines is characterized by rather strong turbulence, with a background value around 1.2 m2s−2,

even higher than that in the WRFLES-U dataset. The wind turbines also contribute large amounts of TKE to the flow, with425

values greater than 5 m2s−2 at several rotor tips. The added TKE by the first turbine is lower than that added by the rest of

the turbines but it does not increase or decrease much after the seventh row. TKE is also high above the wind turbine column

(not shown). These conditions are somewhat unusual. As a result, all superposition methods with the KA2025 model fail at
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Figure 6. As in Fig. 5, but for TI contours with QI2021-NS and QI2021-SS. Values larger than 3.2 m2s−2 are intentionally left blank to

emphasize the overestimation.

reproducing such large amounts of TKE, especially above the rotors (Fig. 11), although the peaks in the vertical are relatively

well captured, especially with the SS method with m= 0.8.430

An important limitation of using a value of m< 1 (i.e., m= 0.8) is that, if ∆Pi becomes negative for whatever reason, then

the superposition cannot be calculated because a negative value cannot be raised to a power less than one. This is what may

happen with added TI from the QI2021 method in Eq. 6: since the δz term is positive-defined and it is always subtracted from
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Figure 7. Profiles of TKE as a function of y at z = H and x = 5D from the KA2025 model with the two superposition methods for m = 0.8,

1, or 2 (on the first, second, and third row, respectively) against the WRFLES-N results for the three aligned wind turbines, one per column.

the background TI, it may cause not only negative values of ∆TI (Fig. A10) and possibly nonphysical negative values of TI,

but also the failure of any superposition method based on m< 1. This failure can be appreciated in Fig. 12, top panel. With435

m= 0.8, the values of ∆TI below the rotor become negative starting at the third turbine and therefore the superposition cannot

even be calculated for the remaining turbines. Above the rotor lower tip, where δz = 0, the NS method gives an excellent

matching of the LES profiles, while the SS method produces unrealistically large values of added TI.

A different problem with the QI2021 analytical model emerges withm= 1 (Fig. 12, middle panel). The more turbines are in

line, the larger the magnitude of negative ∆TI below the rotor from the δz term. With the SS method, this causes increasingly440

larger and unrealistic negative values of TI, literally off the charts; with the NS method, since the negative ∆TI is divided by a

possibly negative TIin, the ratio may become positive for some turbines and some locations, thus introducing the nonphysical

zig-zag pattern shown in Fig. 12 (middle panel). Withm= 2 (Fig. 12, bottom panel), the negative ∆TI is squared and therefore

it introduces additional positive TI below the rotor, which gives rise to the nonphysical bump of high TI, noticeable from the

fourth turbine.445
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Figure 8. Same as Fig. 7, but for TKE as a function of z at y = yi.

From a personal communication, the QI2021 authors recommended to follow IEC 61400-1 guidance (International Elec-

trotechnical Commission, 2019, Eq. E.2) and set any added TI to zero after 10D. With this modification, the vertical profiles of

TI are indeed excellent (Fig. A11), especially with the NS method with m= 2. However, while this fix removes the unrealistic

zig-zags and bump from the profiles at 5D, it introduces a different problem: it causes unrealistic jumps in the distribution of

both TI (Fig. A10) and rotor-integrated TI (Fig. A12). Ironically, the patterns of rotor-integrated TI are more than satisfactory450

with the original formulation (i.e., without the IEC 61400-1 fix) with the SS method, as shown in Fig. 13b, because the rotor-

integrated TI is not affected by values below the rotor. However, some unrealistic features still exist with the NS method and

m= 1.

The rotor-integrated TKE is generally underestimated with the KA2025 model (Fig. 13a), but the combination of the SS

method with m= 0.8 performs best. With all superposition methods, the TKE peaks are approximately constant after the455

fourth turbine, as in the JHU LES results. This suggests that TKE is slightly additive only after a few turbines, and it eventually

reaches a plateau.

Lastly, the performance of the superposition methods is evaluated with the SOWFA dataset, which may provide additional

insights because the wind turbine columns are not aligned with the westerly wind direction (Fig. 14). Since the distance between
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Figure 9. Rotor-integrated TKE as a function of downstream distance from the NS (top) and SS (bottom) methods against the WRFLES-N

results.

Figure 10. Contours of TKE at hub height in the x− y plane from the JHU dataset.
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Figure 11. Profiles of TKE as a function of z at y = yi and x = xi +5D from the KA2025 model with the two superposition methods for

m = {0.8,1,2} (on the first, second, and third row, respectively) against the JHU results for the ten aligned wind turbines, one per column.

turbines along the streamwise direction (x) is sufficiently large, the wake behind of each turbine can fully develop and extend460

well into the far-wake region. Additionally, some partial wake overlap is observed along the spanwise direction (y). The five

turbines marked in red (named A-E) in Fig. 14 are analyzed in detail next.

Looking at the vertical profiles in Fig. 15, the pattern of higher TKE magnitude for smaller values of the m coefficient is

less evident, possibly because the turbines in the A-E column are almost undisturbed, with the exception of a partial lateral

wake overlap. The peaks of TKE profile (above the rotor tips with the LES and at the rotor tips with the KA2025 model)465

are underestimated, but the match below the rotor tip is excellent with the SS method, especially with m= 0.8. By contrast,

the match between the analytical model and the LES results is poor above the rotor, where the KA2025 profiles grossly
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Figure 12. Same as Fig. 11, but for TI with QI2021.

underestimate TKE for all values of m, even for the first turbine A. This suggests that the KA2025 might need to be slightly

re-tuned to better match the vertical TKE profiles above the rotor.

A spatial view of the performance of all superposition methods for all values of m and for all datasets is provided in Fig.16470

for each wind turbine. The root-mean square error (RMSE) is calculated over the cylindrical volume of diameter equal to D

centered at hub height with 1< x/D < 7 in the wake region of each turbine as follows:

RMSE =

√√√√ 1
n

n∑

j=1

(TKEj,LES −TKEj,KA2025)
2
, (40)

where n is the number of grid points within the cylinder. The good performance of the KA2025 for a single turbine is evident

from the very low RMSE of all the front-row turbines (<0.4 m2 s−2 in all LES cases), especially with the JHU dataset (≈475
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a)

b)

Figure 13. As in Fig. 9, but for the JHU dataset with both the KA2025 model for TKE and the QI2021 model for TI.

0.1 m2 s−2). However, the JHU dataset has also the highest error for the inner turbines starting at the fourth row. Looking at

the effect of atmospheric stability, the worst performance is for the unstable case (WRFLES-U), likely due to the inaccurate

estimates of the hub-height inflow wind speed Uin,i in that case (Fig. A2).

A summary of all cases, showing the average of the RMSE values of all the turbines, is provided in Table 2. For all cases,

the RMSE is always lower with the SS than with the NS method for a given m. For the WRFLES and JHU cases, the RMSE is480
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Figure 14. Contours of TKE at hub height in the x− y plane from the SOWFA dataset. The column of wind turbines A-E will be evaluated

next.

lowest with m= 0.8 for any given method. For the SOWFA case, the linear method (m= 1) with the SS performs better than

the exponential method (m= 0.8).

Table 2. RMSE
[
m2/s2

]
of the TKE superposition methods with the KA2025 model for the five LES cases considered in this study. The

values in bold are the best for each LES case (i.e., each row).

LES case
Normalized summation (NS) Simple summation (SS)

m = 0.8 m = 1 m = 1.2 m = 0.8 m = 1 m = 2

WRFLES-N 0.417 0.479 0.564 0.300 0.348 0.478

WRFLES-S 0.4527 0.509 0.5835 0.247 0.334 0.486

WRFLES-U 0.663 0.749 0.873 0.516 0.603 0.769

JHU 1.359 1.448 1.575 1.073 1.206 1.407

SOWFA 0.278 0.282 0.298 0.264 0.247 0.257
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Figure 15. Same as Fig. 11, but the the five turbines A-E in the SOWFA dataset.

4 Conclusions and recommendations

In this study, we aimed to establish a comprehensive framework for investigating the superposition of any wake property P ,

such as wind speed, turbulence intensity (TI), or turbulent kinetic energy (TKE), in a wind farm. The main focus was placed485

on TKE, which is an important variable in wind farm parameterizations (WFP) to account for turbulence generated by sub-

grid turbine wakes in mesoscale models. Within the framework, two fundamental types of wake superposition methods were

identified from the literature: simple summation (SS) and normalized summation (NS). The difference between the two is that

the added wake property of interest is normalized by an upstream value in the NS method. With both methods, the value of

an exponent (m) controls whether the summation is linear (m= 1), squared (m= 2), or exponential (m= 0.8). Basically,490

most wake superposition methods found in the literature can be simplified to one of these two types and those that differ are
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a)

b)

c)

Figure 16. RMSE
[
m2/s2

]
of TKE superposition methods with the KA2025 model against the LES datasets: a) WRFLES, b) JHU, and c)

SOWFA.

not suitable for implementation in WFPs for mesoscale models. The undisturbed wake property P∞ can noticeably affect

the calculations in both methods. As such, the first proposition of the framework is that the very concept of an undisturbed

property, whether wind speed or turbulence, is not applicable to the majority of the turbines in a wind farm because only the

front-row turbines experience it, while the rest are affected by a rather disturbed flow. A more general concept is that of an495
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inflow property Pin, which is the value of P at a fixed distance upstream. Thus, P∞ is just a special case of Pin for the front

row. The distance at which to obtain Pin, which is the focus of the second proposition, needs to be clearly established and used

consistently. Although here we use −1D, we recommend that the sensitivity of this choice be evaluated in future studies. In

the third proposition, we recommend that Pin be a function of z, as opposed to being either a constant value at hub height or a

rotor average. Especially with the NS method, without this assumption, the superposition methods fail at reconstructing the P500

distribution correctly.

Within this framework, we used three existing analytical models – XA2015 for normalized wind speed deficit, KA2025 for

TKE, and QI2021 for TI – and compared their performance with both superposition methods and with all values ofm against a

suite of LES results from the existing literature: the stable, neutral, and unstable results from Wu et al. (2023) for three in-line

wind turbines with WRFLES; the neutral LES of 10 in-line wind turbines from JHU; and the stable LES of a 48-turbine wind505

farm with SOWFA.

In general, we found that the SS methods tend to generate higher values of P than the NS methods. For example, the

maximum value of added TI with m= 1 is up to 60% higher with SS than with NS for all stabilities in the WRFLES results.

For the same superposition method, the coefficient m strongly controls the magnitude of the wake property, with the highest

values for m= 0.8 in all cases analyzed here. For example, added TKE in the WRFLES results is up to 66% higher with510

m= 0.8 than with m= 2. Lastly, the SS methods are slightly additive, meaning that the wake property tends to increase with

more in-line wind turbines. For example, the peaks of rotor-average added TKE in the WRFLES datasets are increasing from

the first to the third turbine and only the SS methods could capture this behavior, while the NS methods produced a decrease

of the peaks from the second to the third turbine. As such, the SS methods might be a better choice for additive properties like

TI and TKE.515

In general, the SS methods performed more reliably than NS methods, meaning that they were less likely to introduce

spurious or nonphysical values. For example, for wind speed deficit, nonphysical negative values of wind speed right behind

the turbine were found only with NS methods, especially in combination with m< 1. For added TI, the QI2021 formulation

incorrectly introduced some negative values of turbulence intensity near the ground, which the NS methods then amplified via

unrealistic vertical profiles of TI in overlapping wakes in all LES cases considered here. In fact, sometimes the RMSE or the520

actual wake profile could not even be calculated for the NS methods.

Consequently, the choice of superposition method and m value should depend on the bias of the analytical model. If the

analytical model has a negative bias, as was the case with the KA2025 model that tends to underestimate TKE, the SS method

is recommended with a lower m, whereas if the analytical model has a positive bias, like the QI2021 model that overestimates

TI, a better agreement with the NS method and higher m is expected.525
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Appendix A: Supplemental figures

Appendix A contains additional figures that were briefly discussed in the main text.

a) b)

Figure A1. Error in the reconstruction of wake properties due to the constant inflow assumption: a) TKE with the KA2025 model and b) TI

with the QI2021 method, both downstream of the first turbine at x = 5D. The three lines are the output of: the original analytical model for

a single turbine (green circles), the output of the NS method for the front turbine with constant inflow (blue lines), and the output of the NS

method for the front turbine with inflow varying with z (red line).

Figure A2. Percent error of inflow hub-height wind speed calculated with the XA model for the three LES datasets utilized in this study (Eq.

39).
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Figure A3. Same as Fig. 7, but against the WRFLES-S results.
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Figure A4. Same as Fig. 8, but against the WRFLES-S results.
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Figure A5. Same as Fig. 7, but against the WRFLES-U results.
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Figure A6. Same as Fig. 8, but against the WRFLES-U results.
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Figure A7. Same as Fig. 9, but for rotor-integrated TI calculated with the QI2021 method for the WRFLES-N case.
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a)

b)

Figure A8. The comparison of the average of TKE of superposition models with different amount of m against the results of WRFLES-S in

the wake region.
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a)

b)

Figure A9. The comparison of the average of TKE of superposition models with different amount of m against the results of WRFLES-U in

the wake region.
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Figure A10. Added TI and total TI generated by the QI2021 model for a single wind turbine in the x− z plane. If the δz term in Eq. 8 is set

to zero after 10D, the resulting unrealistic distribution of TI is shown in the right figure.

Figure A11. As in Fig. 12 but QI2021 is set to 0 beyond 10D of each turbine.
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Figure A12. As in Fig. 13 but QI2021 is set to 0 beyond 10D of each turbine.
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a)

b)

c)

Figure A13. As in Fig. 16 but for TI.
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