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Abstract. Wind farm flow control mitigates wake effects within a wind farm by adjusting the turbine settings to improve

the overall farm performance rather the output of each turbine. Wake steering is an established approach while active wake

mixing has recently emerged as a promising solution. This study quantifies the value of a combined strategy, in which each

turbine can apply wake steering or the helix. The analysis is performed considering different degrees of uncertainty in wind

direction using engineering wake models which enable the simulation of these techniques on large-scale wind farms. A novel5

optimization algorithm, called Multi-strategy Serial-Refine (MSR), is developed in this study, extending the state-of-the-art

method for yaw optimization to multiple control strategies and a generalized objective. A scaled version of an offshore wind

farm in the Netherlands is selected as the case study, consisting of 69 IEA 22MW turbines. The proposed combined strategy

yields a 1.98% increase in annual energy production compared to the baseline scenario, in contrast to the 1.68% and 1.15%

gains obtained by applying only wake steering or the helix, respectively. This trend persists under wind direction uncertainty.10

Given the pronounced sensitivity of wake steering to such uncertainty, the combined strategy takes advantage of the superior

robustness of the helix under these circumstances.

1 Introduction

Wind farm flow control (WFFC) provides a valid and promising solution to mitigate wake losses within a wind farm and

enhance power production (Meyers et al., 2022). It consists of optimizing the performance of the entire farm collectively, in15

contrast to a greedy operation where the power production of the turbines is maximized individually (van Wingerden et al.,

2020). In recent years, different WFFC techniques have been developed. These can be divided into two main categories, namely

quasi-static and dynamic WFFC (Meyers et al., 2022), where the latter are often referred to as active wake mixing techniques.

Among the quasi-static strategies, wake steering has emerged as one of the most effective solutions (Doekemeijer et al.,

2021). It consists of diverting the wakes from the downstream rotors by intentionally misaligning the turbines with the wind20

direction, hence using the yaw angle as control variable. The efficacy of this technique has been widely demonstrated through

large eddy simulations (LES), wind tunnel tests and field experiments (Fleming et al., 2014; Gebraad et al., 2016; Campagnolo

et al., 2020; Doekemeijer et al., 2021).
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Conversely, dynamic WFFC techniques have not yet achieved a similar degree of maturity. The underlying principle of these

strategies is to enhance the wake recovery through an improved mixing with the surrounding free stream flow, thus increasing25

the energy extraction of the downstream turbines (Meyers et al., 2022). In recent years, different concepts have been explored

to achieve this effect, hence referred to as active wake mixing techniques. Munters and Meyers (2018) applied a sinusoidal

signal to the thrust of the turbines, obtaining a pulsating wake. This method is referred to as dynamic induction control (DIC)

or the pulse. Another promising technique named the helix approach was proposed by Frederik et al. (2020), who obtained

considerable power gains by applying individual pitch control signals, obtaining a helical wake shape. These concepts have30

been proved through several LES studies (Taschner et al., 2023) and wind tunnel experiments (van der Hoek et al., 2024; Mühle

et al., 2024), which have highlighted significant gains in power production but also increased structural loading on the turbines

(Frederik and van Wingerden, 2022; van Vondelen et al., 2023).

Recent research has investigated the comparison between static and dynamic WFFC techniques through LES simulations,

aiming to understand which solution ensures higher power production depending on the inflow conditions and the farm config-35

uration. Taschner et al. (2024) have observed that the helix is favorable with respect to wake steering only in case of full wake

overlap and up to six diameters of distance from the upstream turbine. However, they suggest that the combination between

these methods could increase the robustness of the wind farm controller. This is a consequence of the abrupt change in the

turbine yaw angle that occurs around the condition of full alignment with the downstream turbine. Frederik et al. (2025) and

Brown et al. (2025) have shown that wake steering exhibits higher performance than wake mixing methods, except for inflow40

conditions characterized by low veer. Therefore, these studies have shown that wake mixing techniques seem to outperform the

more mature wake steering method only in limited scenarios. However, their analysis has been limited to the effects within a

two-turbines array and, therefore, these conclusions cannot be directly extended to large-scale wind farms. The main obstacle

for the extension of such studies is the significant computational cost associated with multi-turbine LES simulations.

Large-scale wind farm simulations are usually performed through lower-fidelity steady-state wake models that allow a fast45

approximation of the wake characterization. These are often referred to as engineering wake models. In recent years, a wide

variety of these models have been proposed and implemented in the popular software FLORIS (National Renewable Energy

Laboratory, 2024a) and PyWake (Pedersen et al., 2023). Specifically, wake deficit models are combined with wake deflection

models, such as Jimenez et al. (2010), to simulate the wind farm operation under yaw misalignment. Therefore, the low

computational requirements of these models enable the optimization of the yaw angles for each turbine in large-scale wind50

farms, allowing the calculation of the increase in annual energy production (AEP) from wake steering. For instance, Simley

et al. (2024) have applied these models to 15 different wind farms, calculating an AEP gain between 0.4% and 1.7% when wake

steering is applied. Conversely, the literature lacks a comparable range of engineering models capable of simulating active wake

mixing techniques. This is due not only to the lower technological maturity of these methods but also to the inherent difficulty

of capturing their dynamic effects using steady-state models. Recently, National Renewable Energy Laboratory (2024a) has55

released a model named Empirical Gaussian which can simulate the effect of active wake mixing strategies by enhancing the

wake recovery through a mixing factor. Dammann et al. (2025) have presented a model with similar capabilities using a Super
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Gaussian wake deficit model. Although these models enable a broader comparison and a potential integration of wake steering

and active wake mixing, such a study has not yet been conducted on large-scale wind farms.

Another relevant aspect to consider when comparing and/or combining wake steering with active wake mixing is the un-60

certainty in the wind direction. This arises from different effects, such as the presence of turbulence and sensor errors (Quick

et al., 2017), but also the spatial variation of wind direction in large wind farms neglected by engineering wake models (von

Brandis et al., 2023). Brown et al. (2025) have shown that wake mixing techniques outperform wake steering in case of imper-

fect knowledge of the exact wake overlap position on the downstream turbine. Although the effect of such uncertainty remains

unclear for active wake mixing techniques, this aspect has been studied extensively with respect to wake steering. Hodgson65

and Andersen (2025) demonstrated, through an LES study, that uncertainty in wind direction leads to a notable reduction in

power gains. Quick et al. (2017) proposed an optimization under uncertainty to find the optimal yaw set-points. Rott et al.

(2018) have evaluated a control strategy where wind direction uncertainty is integrated within the yaw optimization using re-

alistic timeseries. In this case, a Gaussian probability density function is used to model the wind direction deviations and is

obtained by fitting real measurements data. A similar approach has been adopted by Simley et al. (2020). The uncertainty in70

wind direction and its consequential unintentional yaw misalignments have been considered also for AEP calculation by some

recent studies (Quick et al., 2020; van der Hoek et al., 2020). In general, wake steering energy gains have been shown to drop

significantly when uncertainties in input conditions are considered (van Beek et al., 2021). For instance, van der Hoek et al.

(2020) have estimated an AEP gain between 0.34% and 0.60% considering a standard deviation in the wind direction of 3◦ for

a 60-turbines wind farm. However, including such uncertainty into the yaw angle optimization problem can yield more robust75

AEP gains, thereby mitigating its detrimental effects.

Lastly, a critical aspect of the application of WFFC in large-scale wind farms is the choice of the optimization algorithm

to determine the control setpoints for the turbines. General gradient-based methods available in SciPy (Virtanen et al., 2020)

or OpenMDAO (Gray et al., 2019) libraries can require extensive computational time as the number of turbines increases, or

they could even encounter difficulties in reaching the global optimum. Fleming et al. (2022) have developed an algorithm for80

yaw angles optimization named Serial-Refine (SR). It is based on serial iterations from upstream to downstream turbines and

represents a faster solution than traditional gradient-based methods. However, the SR algorithm has been developed specifically

for wake steering, hence it cannot be directly applied when also active wake mixing techniques are considered.

In summary, previous studies have compared wake steering with active wake mixing techniques only for a limited number

of turbines, while such comparison for large wind farms and the effect of a combined control strategy remain unexplored.85

This study addresses this problem by analyzing the effect of three different control methods: wake steering, the helix, and a

combined strategy that allows each turbine to apply one of these two techniques. It investigates the added value of adopting

such combined strategy for a large-scale wind farm, especially when uncertainty in wind direction is present.

The main contributions of this work are outlined as follows:

– Comparison between different WFFC strategies in terms of potential AEP increase for a large-scale wind farm.90

– Sensitivity analysis for different degrees of wind direction uncertainty.
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Other additional contributions of this study can be summarized as follows:

– Development of a tailored algorithm to optimize the control setpoints of a combined control strategy, applicable to a

generalized objective.

– Analysis of trade-off solutions through a multi-objective optimization approach based on an added penalty on the control95

effort.

The remainder of this paper is structured as follows. Section 2 outlines the methodology adopted in this study. Then, the

results are presented in Sect. 3 and discussed in Sect. 4. Lastly, conclusion and recommendations for future research are

included in Sect. 5.

2 Methodology100

This section describes the methodology employed in this study, first explaining the wind farm model and the performance

metrics selected as objectives. Then, the optimization problem to determine the control strategies is described, together with

the optimization algorithm developed in this work. Lastly, the case studies chosen to showcase this framework are outlined.

2.1 Wind farm model

The turbines in the wind farm are modeled with their power and thrust curves. Dynamic effects are ignored and it is assumed105

that a change in wind speed is instantaneously transmitted to the power production. The effect of wake steering is modeled

by reducing the incoming wind speed by cosγ, with γ indicating the yaw misalignment. The power is then obtained from the

corresponding power curve using the updated wind speed value. Similarly, the thrust coefficient CT is also recalculated based

on the updated wind speed value. However, it is further reduced by cos2 γ as defined by Simple Yaw Model implemented in the

software PyWake (Pedersen et al., 2023). Among the different techniques for active wake mixing, only the helix approach has110

been modeled and considered in this study. Consisting of a sinusoidal signal, the main control variables of such technique are

the excitation frequency, expressed through the Strouhal number St, and the blade pitch amplitude β (Frederik et al., 2020).

The power P and thrust coefficient CT are modeled as a function of their values during baseline operation, denoted by PBL

and CT,BL, as

P (β) = PBL · [1− (bP + cP ·PBL) ·βa] , (1)115

and

CT (β) = CT,BL · [1− (bT + cT ·CT,BL) ·βa] , (2)

where a, bP , cP , bT , and cT are tuning coefficients that require proper tuning. In this study, the baseline operation is

defined as the condition when WFFC is not applied. These equations follow the approach implemented in FLORIS (National
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Renewable Energy Laboratory, 2024a), where only the effect of a varying amplitude is considered while St is assumed to be120

optimal.

The wake deficit model used in this study is the Empirical Gaussian model implemented in FLORIS (National Renewable

Energy Laboratory, 2024a) since it includes the effect of the added mixing induced by the helix control. The equations that

describe the model are included in Appendix A and available in the FLORIS documentation, where an extensive explanation

is provided. A unique characteristic of this model is the introduction of the “wake-induced mixing factor”. This non-physical125

term is used instead of an explicit dependence on the turbulence intensity, and is affected when the helix method is activated,

enhancing the wake recovery depending on β. For consistency, the Empirical Gaussian model is also adopted to determine the

wake deflection caused by yaw or tilt misalignment. These models include several coefficients that have been tuned based on

high-fidelity simulations to match the conditions that characterize the site of the selected case study. A detailed description of

this process is included in Appendix A. Both the wake deficit and deflection models have been integrated within the software130

PyWake to conduct this study.

The wake deficits caused by multiple turbines are added in quadrature while the inflow wind speed over the rotor a turbine is

calculated through numerical integration, following the approach of Pedersen et al. (2022). These methods are directly available

in PyWake, designated as Squared Sum and Gaussian Overlap, respectively.

2.2 Performance metrics135

The AEP of the wind farm is selected as the main performance metric. To provide a realistic AEP estimation, the calculation is

performed considering the uncertainty in the wind direction. Specifically, this aspect is modeled by introducing some deviations

from each value of wind direction that is simulated, without adapting the yaw angle of the turbines. This is achieved by

including some offsets denoted by ∆θ to the nominal wind direction, indicated with θ, and by weighting the power obtained

for these multiple values of wind direction, i.e. θ +∆θ, using a probability distribution pθ. In this case, a Gaussian function140

is used, defined by its standard deviation σθ and centered on the nominal wind direction. Then, the power P correspondent to

a nominal flow condition (u,θ), with u indicating the wind speed, is obtained through the integration over the wind direction

deviations, as indicated in Eq. (3). In the equation, fP denotes the function that calculates the total power of the wind farm

assuming (u,θ + ∆θ) as free-stream flow condition. Specifically, fP performs the summation of the power outputs of the

individual turbines, which are calculated based on the turbine and wake models described previously. Each nominal flow145

condition (u,θ) is associated with different values of control variables, denoted by γ and β, which contain the yaw angles and

helix amplitudes of each turbine. These are given as input to fP , affecting the power production of the wind farm. Since the

yaw angles are defined relative to the input wind direction, which in this case is θ+∆θ, they are adjusted by adding ∆θ before

being provided as input to fP , simulating the unintentional misalignment.

P (θ,u,γ,β,σθ) =
∫

pθ(∆θ,σθ) · fP (θ + ∆θ,u,γ +∆θ,β) d∆θ (3)150
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Lastly, the AEP is calculated by integrating the power P over the different values of wind speed u and direction θ weighted

by their probability of occurrence p(u,θ), as shown in Eq. (4). The term p(u,θ) is derived from Weibull distributions specified

for each wind direction at each turbine location. The spatial variability of these distributions captures the heterogeneous wind

resources across the wind farm. The arguments γLUT and βLUT included in the equation refer to the lookup tables (LUTs)

containing the values of γ and β for each flow case (u,θ).155

AEP(γLUT,βLUT) = 8760 hyr−1 ·
∫∫

p(u,θ) ·P (θ,u,γ,β,σθ) du dθ (4)

To gain insights on the control effort experienced by the turbines during their yearly operation, another performance metric

is introduced in this work, named control operation time and denoted by COT. It quantifies the period during which each

turbine operates under a WFFC strategy, i.e. yawing or applying the helix, and is is defined as follows. First, the control effort

of turbine i, denoted with cE,i, is defined for each flow case as a binary variable that specifies whether the turbine i operates160

under a WFFC strategy; therefore, as

cE,i =





1 if γi ̸= 0 or βi ̸= 0

0 otherwise
(5)

where γi and βi are the yaw angle and the helix amplitude of turbine i, respectively, for the specific flow case. Second,

the control operation time of turbine i, indicated by COTi, which expresses the operation under a WFFC strategy in terms of

percentage of its total operating time, is defined as165

COTi(γLUT,i,βLUT,i) = 100 ·
∫∫

p(u,θ) · cE,i(γi,βi) du dθ (6)

where γLUT,i and βLUT,i refer to the values of γLUT and βLUT of turbine i. Lastly, the control operation time of the wind

farm, denoted by COT, indicates the average control operation time between the different turbines; hence defined as

COT(γLUT,βLUT) =
1

Nwt
·
Nwt∑

i=1

COTi(γLUT,i,βLUT,i) (7)

While a high COT can guarantee a larger AEP, it also increases the complexity of the control strategy, which may limit its170

practical feasibility or raise concerns about higher structural loads. This issue is particularly relevant for the helix technique, as

its operation is often associated with increased loads on several critical wind turbine components (Frederik and van Wingerden,

2022).

2.3 Wind farm flow control optimization problem

The control set points of each WFFC control strategy are calculated by solving an optimization problem. The results are the175

optimal yaw angles and helix amplitudes for each turbine and flow condition, indicated by γLUT and βLUT, respectively. This
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problem is divided into multiple sub-problems that are solved independently, each referring to a different flow condition (u,θ).

The design variables of each sub-problem are the yaw angles γ and the helix amplitudes β of the turbines in the farm for the

given flow condition (u,θ). Their values are limited within the bounds [γmin,γmax] and [βmin,βmax]. In this study, each turbine

is limited to use either wake steering or the helix, while different strategies are allowed for different turbines under the same180

flow conditions. This modeling choice is due to the lack of previous research and validation for cases where wake steering and

helix are implemented on the same turbine simultaneously.

In this work, two different optimization problems are solved, differing by their objective function. The first problem is defined

in Eq. (8), whose objective is to maximize the power production P , which considers the effect of wind direction uncertainty.

maximize
γ,β

P (θ,u,γ,β,σθ)

subject to γ ∈ [γmin,γmax]

β ∈ [βmin,βmax]

(8)185

The second problem aims to both maximize the power production and minimize the control effort, hence adopting a multi-

objective approach. The problem is described in Eq. (9), where the two objectives are combined through the weight w, which

represents the relative importance of the two objectives.

maximize
γ,β

P (θ,u,γ,β,σθ)−w ·
Nwt∑

i=1

cE,i(γi,βi)

subject to γ ∈ [γmin,γmax]

β ∈ [βmin,βmax]

(9)

The problems described so far refer to the combined control strategy. In case of individual wake steering and helix strategies,190

the corresponding optimization problems differ only by the definition of the design variables, which in the former case are

limited to γ and in the latter to β.

2.4 Multi-strategy Serial-Refine (MSR) optimization algorithm

To solve the wind farm flow control optimization problems described in the previous section, a tailored optimization algorithm

is developed, called Multi-strategy Serial-Refine (MSR) optimization algorithm. The algorithm aims to find the control strategy195

of a wind farm combining wake steering and active wake mixing to maximize a generic objective function. This algorithm is

an extension of the SR optimizer developed by Fleming et al. (2022). The design variables are extended to consider several

control strategies within a wind farm instead of only wake steering. Furthermore, the algorithm is adapted to allow an arbitrary

objective function defined by the user.

Analogous to the SR method, the MSR algorithm iterates over each turbine from the most upstream to most downstream200

for each flow condition. At each iteration, a set of candidate control values is assessed for every turbine, and the best value
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Table 1. Settings and Hyperparameters of the MSR.

Number of values (Nvalues) 5

Number of steps (Nstep) 3

Exclusivity True

Bounds for yaw angle (γmin,γmax) [−30◦,30◦]

Bounds for helix amplitude (βmin,βmax) [0◦,5◦]

is selected. The subsequent iteration is then initialized by perturbing the previously selected control variables with decreasing

offsets, thereby refining the solution space. Therefore, the algorithm is characterized primarily by two hyperparameters: the

total number of iterations, Nstep, and the number of candidate values evaluated per turbine, Nvalues. The main distinction from

SR is the procedure applied at each turbine iteration. In this extended version, multiple control strategies are tested in parallel,205

and the best-performing one is selected. The exclusivity of the control strategy is enforced at the perturbation step: for each

turbine, if a perturbation is applied for a given strategy, the control set point for the other strategy is set to zero. This feature is

enabled through the hyperparameter exclusivity.

The settings and hyperparameters of MSR adopted for this study are included in Table 1, while a more detailed description

of the optimization algorithm can be found in the Appendix B.210

2.5 Case studies

Two case studies are considered to test the potential of a combined WFFC strategy. The first case study is a two-turbine wind

farm where the wind direction and wind speed are kept constant, set to 270◦ and 8ms−1, respectively. Whereas the position

of the upstream turbine is fixed, different downstream and cross-stream distances are tested for the second turbine. This simple

example is used to provide an intuitive understanding of the model and algorithm used in this work. The second case study is a215

large-scale offshore wind farm consisting of 69 turbine. This is a scaled version of the Hollandse Kust Noord (HKN) wind farm,

obtained by preserving the distances between the turbines when normalized with their rotor diameter (D). The wind resources

of the site are defined by the wind rose included in Fig. 1 and the heterogeneous wind speed field shown in Fig. 2 (Vortex FDC,

2024), where the layout of the wind farm is also reported. In this farm, the minimum distance between the turbines and the

power density are 4.48D and 6.03 Wm−2, respectively. For both case studies, the ambient turbulence intensity is set to 4%220

and the IEA 22 MW reference turbine (Zahle et al., 2024) is used, characterized by a diameter D of 283.2 m.

The computation of the LUTs and the calculation of the performance metrics require the flow conditions to be discretized.

Specifically, the wind speed and directions are discretized into bins of 1 ms−1 and 1◦, respectively. In addition, a bin size of

1.25◦ is used to solve the integral related to the wind direction uncertainty, shown in Eq. (3), calculated within the interval

[−2σθ,2σθ]. Table 2 summarizes the main characteristics of the second case study.225
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Table 2. Main characteristics of the scaled HKN case study.

Number of turbines 69

Turbine type IEA 22 MW

Minimum distance 4.48 D

Power density 6.03 Wm−2

Wind direction bin size 1◦

Wind speed bin size 1 ms−1

0°

45°

90°

135°

180°

225°

270°

315°

0.02
0.04

0.06
0.08

0.10
0.12

0.14
0.16

0.0-5.0 m/s
5.0-10.0 m/s
10.0-15.0 m/s
15.0-20.0 m/s
20.0-25.0 m/s

Figure 1. Wind rose of Hollandse Kust Noord site (Vortex FDC, 2024).

In this work, three selected values of σθ are used to test the effectiveness of the WFFC strategies under various conditions.

These are 0◦, i.e. no uncertainty, 2.5◦, and 5◦. In the literature, standard deviation values up to 5.25◦ have been utilized, often

extracted from measurement data (Rott et al., 2018).

Within this study, the effects of the different WFFC strategies are evaluated in comparison to a baseline case, defined as the

condition in which all control variables included in the LUTs are set to zero, corresponding to a greedy operation of the wind230

farm.

3 Results

This section describes the results of the analysis conducted in this study. First, the capabilities of the combined control strategy

are shown for the two turbines example. Second, the results of the scaled HKN case study are described in terms of increase in

AEP, description of the optimal control variables, impact on COT, and trade-offs obtained with the multi-objective approach.235

9

https://doi.org/10.5194/wes-2025-265
Preprint. Discussion started: 8 December 2025
c© Author(s) 2025. CC BY 4.0 License.



9.28

9.30

9.32

9.34

9.36

9.38

9.40

9.42

9.44

9.46

M
ea

n 
wi

nd
 sp

ee
d 

[m
s

1 ]

Figure 2. Location of the turbines and heterogeneous mean wind speed map at Hollandse Kust Noord site.

3.1 Two turbines example

This section outlines the results for the case study consisting of two turbines. The optimal control variables of the front turbine

are calculated for different positions of the downstream turbine and are shown in Fig. 3. These are obtained by solving the

optimization problem depicted in Eq. (8), based on power maximization. The first turbine is positioned at the origin of each

plot, (0,0). The second turbine is placed at varying downstream and cross-stream distances, denoted by dx and dy, respectively.240

These distances are normalized by D and shown on the axes.

Nine different cases are presented, namely the three WFFC strategies, wake steering, helix, and combined, for three values of

uncertainty in wind direction, i.e. σθ ∈ [0◦,2.5◦,5◦]. It can be observed that, as the uncertainty in the wind direction increases,

the downstream area for which the control is activated gets larger. However, the magnitude of the control variable diminishes,

leading to a less aggressive strategy. This happens irrespective of the type of the WFFC strategy.245

Analyzing the combined control strategy, for σθ = 0◦ there is only a very narrow region where the helix is superior than

wake steering. This condition only occurs in case of perfect alignment between the two turbines and up to a limited distance,

as demonstrated also by Taschner et al. (2024). Therefore, for this simplified example and in case the uncertainty in the wind

direction is neglected, a combined control strategy would not differ significantly from only using wake steering. However, as

the uncertainty in the wind direction increases, the region where the helix outperforms wake steering becomes larger, showing250

added value of the combined strategy.

Figure 4 shows the power gains corresponding to the optimal control strategy depicted in Fig. 3. These are defined as the

percentage difference in wind farm power production between the case when WFFC is activated and the baseline operation.

From Fig. 4, it can be observed that the power gains achieved through WFFC decrease as the uncertainty in wind direction

increases. This detrimental effect appears to be more pronounced for wake steering than for the helix strategy. In most cases,255

10

https://doi.org/10.5194/wes-2025-265
Preprint. Discussion started: 8 December 2025
c© Author(s) 2025. CC BY 4.0 License.



2.0

1.0

-0.0

-1.0

-2.0

dy
 [-

]

Wake steering ( = 0 ) Helix ( = 0 ) Combined ( = 0 )

2.0

1.0

-0.0

-1.0

-2.0

dy
 [-

]

Wake steering ( = 2.5 ) Helix ( = 2.5 ) Combined ( = 2.5 )

22 3 4 55 6 7 8
dx [-]

2.0

1.0

-0.0

-1.0

-2.0

dy
 [-

]

Wake steering ( = 5 )

22 3 4 55 6 7 8
dx [-]

Helix ( = 5 )

22 3 4 55 6 7 8
dx [-]

Combined ( = 5 )

30

20

10

0

10

20

30

Ya
w 

an
gl

e 
[d

eg
]

0

1

2

3

4

5

He
lix

 a
m

pl
itu

de
 [d

eg
]

Figure 3. Optimal yaw angle and helix amplitude of the upstream turbine for different positions of the downstream turbine in a farm

consisting of two turbines. The position of the downstream turbine in expressed in terms of streamwise and cross-stream distances from the

upstream turbine, normalized with D. The wind speed and direction are 8 ms−1 and 270◦, respectively. Each subplot is characterized by a

different control strategy and degree of uncertainty in wind direction, both specified in each subtitle.

the power gains obtained with wake steering are higher than those achieved with the helix in most cases. Furthermore, the plots

corresponding to the combined control strategy closely resemble those obtained by using wake steering alone. Overall, from

these results, it can be concluded that wake steering significantly outperforms the helix in the partial-overlap case. Conversely,

the helix yields slightly higher power gains under fully aligned conditions; however, this difference remains marginal.
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Figure 4. Power gains of the two turbines wind farm for different positions of the downstream turbine. The wind speed and direction are

8 ms−1 and 270◦, respectively. Each subplot is characterized by a different control strategy and degree of uncertainty in wind direction, both

specified in each subtitle.

3.2 Large-scale wind farm260

This section outlines the results concerning the large-scale wind farm case study, for which the different WFFC strategies are

applied to a scaled version of the HKN wind farm.

3.2.1 Increase in annual energy production

This section focuses on the impact of the combined strategy on the AEP of the wind farm. For this case study as well, the LUTs

of optimal control variables are calculated to maximize the power production, as represented by Eq. (8). Different LUTs are265
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Figure 5. Power gains with respect to baseline operation of the scaled HKN wind farm for different wind directions. The figure includes

different control strategies (indicated by different colors) and different degrees of uncertainty (specified in the subtitle of each plot). These

values refer to a wind speed of 8ms−1.

obtained for three levels of wind direction uncertainty, namely σθ ∈ [0◦,2.5◦,5◦]. The results presented in this section show

the increase in power production and AEP obtained applying wake steering, the helix and the combined strategy.

Figure 5 shows the power gains of the wind farm for each control strategy as a function of the wind direction, for a wind

speed of 8ms−1. It can be observed that the magnitude of the power gains vary across the strategies, with the combined strategy

showing the highest power gains for all cases. When the wind direction uncertainty is neglected (σθ = 0◦), Fig. 5 shows that270

wake steering provides higher gains with respect to the helix, similarly to the two turbines case study. As a consequence,

wake steering is adopted by most of the turbines also for the combined strategy. Therefore, the gains of the combined strategy

are almost aligned with the values provided by wake steering. However, a different behavior is observed as σθ increases. For

σθ = 2.5◦, the situation is reversed, namely the helix outperforms wake steering. Therefore, the power increase provided by the

combined control strategy is closer to the values obtained by the helix operation. This trend further increases when σθ = 5◦,275

for which the benefits of wake steering are significantly lower with respect to the helix.

Lastly, to assess the performance of the different control strategies, the AEP values are calculated. Their values are expressed

in terms of percentage difference with respect to the baseline operation, thereby providing a quantitative estimate of the benefits

of the WFFC strategies over the lifetime of the wind farm. The results are reported in Fig. 6. As observed previously, the wind
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Figure 6. AEP gains with respect to baseline operation of the scaled HKN wind farm. The figure includes different control strategies

(indicated by different colors) and different degrees of uncertainty (specified in the x-axis).

direction uncertainty has a substantial unfavorable impact on the effectiveness of WFFC, regardless of the control strategy. This280

effect is highly pronounced for wake steering, where the AEP gain drops from 1.68% to 0.30% and 0.07%, corresponding to

values of σθ equal to 0◦, 2.5◦, and 5◦, respectively. Conversely, Fig. 6 demonstrates that the AEP gains obtained applying the

helix are more robust with respect to wind direction uncertainty. Despite a lower AEP gain (1.15%) for σθ = 0◦, it diminishes

to 0.73% and 0.63%. Lastly, the combined strategy exhibits a high AEP gain (1.98%) if σθ = 0◦, relying mostly on wake

steering, while limiting the drop to 0.88% and 0.67% by exploiting the robustness of the helix.285

3.2.2 Lookup tables of the combined strategy

This section examines the control variables in the LUTs that yielded the power and AEP gains reported in the previous section.

The plots are presented to show the optimal control settings required to achieve these gains, in order to reveal general trends

and to evaluate the practical feasibility of implementing such control strategies. The results are shown for two representative

cases: a turbine located at the farm boundary and one situated at its center. The optimal control values are depicted using a290

“control rose”, which displays the control variables as a function of wind speed and direction.

Figure 7a shows the control rose of one turbine in the front row facing the dominant wind direction, whose position is

highlighted in the same figure. This refers to the LUTs of the combined control strategy, obtained for σθ = 2.5◦. It can be

observed that this turbine applies wake steering only when the wind direction is oriented with the wind farm boundaries, where

many turbines are aligned. Therefore, wake steering is activated only when the turbine is able to deviate its wake from the295

majority of the downstream turbines, and this condition cannot be achieved if the wake is facing the central region of the wind

farm. Conversely, the helix operation is activated when the wake of the turbine impacts exactly this region, where multiple

turbines are present but not aligned along one specific direction. This occurs because, rather than redirecting the wake toward
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(a) Turbine located at the boundaries of the farm. (b) Turbine located in the central region of the farm.

Figure 7. Control rose for the combined strategy of two different turbines. The exact position of the turbines are highlighted in the wind

farm layout included in each subplot. Each subplot includes the values of the control variables present in the LUT for each wind speed and

direction, obtained for a wind direction uncertainty σθ = 2.5◦.

other turbines, the wind speed deficit is reduced due to enhanced mixing. Therefore, the two control strategies are used for this

turbine to mitigate the wake effect for different flow conditions, showing good complementarity.300

Figure 7b illustrates the control rose of a turbine that is placed in the central region of the wind farm. The results indicate

that the control strategy of this turbines mainly consists of applying the helix technique, with wake steering being activated for

few limited cases. Specifically, it can be observed that the helix is activated on this turbine for even broader set of conditions

with respect to the turbine located on the boundaries of the farm. The same explanation provided for the previous turbine still

holds, i.e. helix control is favorable when multiple misaligned turbines are present in the wake. However, the aggressive control305

strategy of this turbine would probably not contribute significantly to the increase in AEP observed for the wind farm. This

motivates a deeper analysis on the COT of the turbines, described in the next sections.

3.2.3 Impact on the control operation time

This section investigates the impact of the different control strategies in terms of control operation time. Figure 8 reports the

control operation time of each individual turbine, i.e. COTi. The values are shown using boxplots, which summarize the main310

trends across the turbines for each condition. It can be observed that the values of COTi can differ significantly depending on

the turbine, as highlighted by the vertical length of each “box”. Moreover, different values of COTi are obtained depending

both on the control strategy and the level of uncertainty. However, the main observation from Fig. 8 is that some turbine would

operate under either wake steering or helix mode for more than 60% of the time. In case of the helix, this could lead to a

significant increase in the structural loading, preventing the feasibility of such control strategy. These results can be explained315

based on the problem statement in Eq. (8), where the use of control is not penalized. As a result, the use of WFFC is encouraged
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Figure 8. Control operation time for different control strategies (indicated by the color) and wind direction uncertainty (specified in the

x-axis). Each boxplot summarizes the values of all the turbines in the wind farm for the specific condition.

even if only a minimal gain in power production is obtained. Moreover, two additional aspects can be observed in Fig. 8. First,

the effect of wind direction uncertainty on COTi depends on the control strategy. Figure 8 highlights a direct correlation with

σθ for the helix and the combined strategy, while an inverse trend is observed for wake steering. Second, the values of COTi

related to the helix and the combined strategy are significantly higher than for wake steering when uncertainty in wind direction320

is considered. An explanation to this result can be provided by assuming that several turbines present a LUT similar to the one

depicted in Fig. 7b. In this case, the turbines apply either wake steering or the helix for most of the flow conditions below rated

wind speed, which represent a significant fraction of the total operation time.

3.2.4 Multi-objective

A multi-objective approach is conducted to balance the gains in power production provided by the different control strategies325

and their associated control effort, as described in Eq. (9). The results are shown in Fig. 9, where the effect of different LUTs

are included in terms of AEP gain and COT. Each data-point in the Pareto front corresponds to a different LUT, with its

associated performance metrics. The different values that determine each curve are obtained by increasing the weighting of

the penalty on the control effort present in the objective function. Specifically, the Pareto fronts have been obtained by varying

the weight w from 0 to 106. The results are shown for the three different control options investigated in this study, assuming330

σθ = 2.5◦. Moreover, two additional cases have been included, where βmax in the helix and the combined strategies has been

limited to 2.5◦, in contrast to the value of 5◦ adopted in the rest of the study. This provides a wider overview on the potential

of these techniques, quantifying the impact of a less aggressive helix operation, for instance due to constraints on the structural

loads (Frederik and van Wingerden, 2022; van Vondelen et al., 2023).

All the Pareto fronts represented in Fig. 9 show the presence of a trade-off between AEP and COT. The AEP gains are higher335

for the combined strategy compared to the individual strategies, in alignment with previous results. However, the high steepness
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Figure 9. Trade-off between AEP gains and COT, for wake steering, helix and combined strategy, and for a maximum helix amplitude βmax

of 5◦ and 2.5◦. The results refer to a wind direction uncertainty of 2.5◦.

of the Pareto fronts in proximity of the largest AEP gains indicates that beneficial trade-offs can be achieved. For instance,the

COT of the combined can be limited to 22.0% while keeping the AEP gain equal to 0.80%, obtained for w = 105. When

βmax is limited to 2.5◦, a shift in the Pareto curve is observed. In this case, a combined control strategy that aims a favorable

trade-off between the two objectives can increase the AEP by 0.65% while keeping COT to 20.73%. Similar trends can also be340

observed for wake steering and the helix. Overall, this analysis shows that a significant reduction in the COT can be achieved

at the expense of only a marginal decrease in the AEP gain, and that even in this case, the combined strategy outperforms the

individual techniques.

4 Discussion

This section provides a more detailed interpretation of the results obtained in this study, highlighting both their significance345

and limitations.

4.1 Insights on the comparison between different strategies

The comparison between wake steering and the helix has proved the superiority of the former when perfect inflow knowledge is

used. However, the latter becomes favorable if uncertainty in wind direction is introduced, hence when more realistic conditions

are simulated. This is a consequence of the asymmetric profile of optimal yaw angles with respect to the direction of full350

alignment with the downstream turbine, which represents a point of discontinuity. In the proximity of this condition, the

optimal yaw angles oscillate from positive to negative large values, as clearly shown in Fig. 3. Therefore, in the absence of a
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well-defined misalignment direction, wake steering may be detrimental to power production. Conversely, such behaviour is not

present for the helix operation, where a symmetric profile is observed.

This effect is amplified as the size of the wind farm increases. In many cases, having multiple downstream turbines prevents355

the upstream turbine to effectively steer the wake away from them. This condition occurs when the wake of the upstream

turbine affects the central region of the farm, while the use of wake steering remains extremely fruitful when the upstream

manages to redirect the wake towards outside the entire farm. In contrast, the helix technique does not exhibit this effect, as it

reduces the wind speed deficit rather than displacing it. Therefore, the advantages of the helix approach emerge more clearly

when a large-scale wind farm is considered instead of a limited number of turbines. These insights are expected to hold for360

wind farms characterized by a similar number of turbines, layout, and power density to our case case study; however, these

trends may vary for other types of wind farm.

In this study, only the helix technique is used as active wake mixing strategy. However, the same framework can be used to

study the impact of other techniques such as the pulse, for which Frederik et al. (2025) have demonstrated superior performance

for some flow cases. This would only involve minor changes in the turbine model and the re-tuning of some coefficients that365

characterize the wake model. However, since the steady-state effects are expected to be similar to those observed for the helix,

similar trends are also expected irrespective of the specific active wake mixing technique employed.

4.2 Reliability of low-fidelity wind farm models

The magnitude of the AEP gains mentioned in this study is highly dependent on the low-fidelity models that are used, especially

on their coefficients. For instance, the power–yaw loss exponent, which is usually adopted to calculate the drop in power370

production due to an operation under yaw misalignment (Liew et al., 2020), can significantly affect the effectiveness of wake

steering and its use within the combined strategy. In this study, the default method available in PyWake is used, based on the

cosine loss law for the wind speed and the extraction of the updated power from the power curve of the turbine based on this

wind speed value. In our case, this results in a power–yaw loss exponent between 2.5 and 3.1, depending on the wind speed.

Conversely, Liew et al. (2020) have proved that the actual power–yaw loss exponent can be lower. Consequently, decreasing375

such value would lead to higher power gains for wake steering. As a results, wake steering would be adopted for a higher

number of cases within the combined strategy, increasing the overall AEP gain. However, this would not affect the general

trends presented in this work.

Overall, the coefficients adopted for these models have been tuned through aeroelastic simulations and LES to replicate the

conditions of a realistic site. Nevertheless, the recent models used to consider the effect of the active wake mixing technique380

require additional validation to ensure reliability. Specifically, the scale of the LES simulations used for validation should be

extended from a few turbines to larger wind farms to investigate the deep array effects and avoid extrapolation beyond validated

conditions. An example of these limitations is the synchronization concept for the helix operation in multiple turbines. In this

regard, recent studies have highlighted that synchronizing the wake dynamics of multiple turbines performing the helix may

affect significantly the power production (van Vondelen et al., 2025). As of now, this aspect is neglected by the low-fidelity385

models currently available and, therefore, not considered in this study. Lastly, data from field experiments are needed to further
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improve the reliability of low-fidelity models in simulating wake mixing effects and to prove the effectiveness of active wake

mixing strategies.

4.3 Implications of estimating the AEP using LUTs

In this study, the benefits of the different control strategies is estimated using LUTs, which contain the optimal control variables390

for each specific flow condition. Such estimation is typically performed under the assumption of a perfect knowledge of the

wind direction (σθ = 0), thereby simulating the exact flow conditions for which the control variables in the LUTs were derived.

Such assumptions could lead to an overestimation of the AEP gains provided by the control strategies, due to the dynamic

inflow conditions under which the turbines operate. Specifically, this assumption would require the control settings to be

updated continuously to match the values contained in the LUTs. In this work, such assumption is relaxed by increasing the395

value of σθ, simulating more realistic conditions.

The use of LUTs for estimating the AEP does not imply that they are employed in the actual operation of the wind farm. In

the context of AEP estimation, the LUTs assume that the optimal control variables are applied by the operator under each flow

condition defined by u and θ, subject to an error margin determined by the wind direction uncertainty. However, the manner in

which these control settings are implemented in response to dynamic flow conditions does not need to match the way the AEP400

is calculated to keep the estimation valid. For instance, the control setpoints may be applied through a combination of LUTs

and a low-pass filter, or via more advanced closed-loop control strategies (Becker et al., 2025b).

In this context, the interpretation of the wind direction uncertainty is twofold. First, it estimates the impact of undesired

effects such as sensor errors or rapid changes in wind conditions. Second, it reflects the behavior of a control approach designed

to minimize actuator interventions, maintaining unaltered the control settings across a wider range of inflow conditions (Becker405

et al., 2025a).

While the decoupling between AEP estimation and the implementation of the actual operational strategy ensures broad

applicability of the proposed method, it also raises concerns regarding the practical feasibility of deploying the combined

control strategy. As previously noted, this strategy entails that certain turbines operate under wake steering, while others apply

the helix technique, excluding the simultaneous application of both methods on a single turbine. This study has highlighted that410

switching between these two strategies for different inflow conditions can lead to a substantial increase in power production.

However, how this transition can be executed under the actual operation remains unexplored and requires validation based on

LES and wind tunnel experiments. Lastly, the helix’s performance under yaw misalignment remains largely unexplored, yet it

may offer further AEP improvements and thus merits detailed investigation.

4.4 Impact of the flow characteristics415

In this work, the flow characteristics have been selected to replicate the site conditions of the case study. However, Frederik

et al. (2025) have shown that the veer has a significant impact on selecting the best control strategy. Therefore, a sensitivity

analysis on the veer value would provide a wider overview on the comparison between the different control options tested in

this study.
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The turbulence intensity is also expected to play a major role in the comparison and combination of different WFFC tech-420

niques. However, the Empirical Gaussian wake model adopted in this study does not present any explicit dependencies on such

parameters, relying completely on the tuning process. Therefore, the coefficients of the model would need to be re-tuned for

each value of turbulence intensity that is investigated, requiring an extensive dataset of LES simulations representing all these

conditions. Therefore, the development of a wake model for active wake mixing with a direct dependence on the turbulence

intensity would facilitate this analysis.425

After completing all these sensitivity studies, multi-dimensional LUTs could be obtained by applying the framework devel-

oped in this work, where the optimal control variables are selected for all the possible combinations of the flow parameters.

4.5 Towards a value-centered wind farm flow control

The framework and the algorithm developed in this study have been devised to guarantee high flexibility in terms of the

objective function to determine the optimal control strategy. Therefore, the optimization of the WFFC strategy can be extended430

beyond the traditional power production, exploring different value-based metrics (Meyers et al., 2022).

In this study, this concept has been showcased by balancing the annual energy production with the control operation time. In

case of the helix operation, this variable can be directly related to an increased structural loading (Frederik and van Wingerden,

2022), while for wake steering the relation between these two aspects is more complex. A first attempt to better capture the

information about the increased loads can be to penalize the control operation depending on the effective wind speed value435

and the magnitude of the control variable, i.e. yaw angle and helix amplitude values. Alternatively, load surrogate models can

be integrated in this framework to provide better results with respect to power-loads trade-off strategies. For instance, Guilloré

et al. (2024) proposed a surrogate model based on an artificial neural network that enables a rapid load estimation, while Anand

et al. (2025) adopted this model to demonstrate the use of WFFC including lifetime-aware considerations. However, this model

does not support active wake mixing control strategies yet.440

Although most of this work has focused on maximizing the power production, the main objective could be shifted to the

revenues generated by the wind farm using the same method and algorithm. This is expected to further increase the benefits of

WFFC when wind speed and electricity prices are negatively correlated (Bechmann and Quick, 2025). This is a consequence

of the fact that WFFC is mostly applied in the below-rated region, i.e. for low values of wind speed that are often associated to

higher electricity prices.445

Lastly, the proposed methodology and the developed algorithms can be applied to study the impact of WFFC beyond com-

mercial metrics, including environmental, ecological, and/or social objectives within the wind farm flow control optimization

problem (Meyers et al., 2022; Kainz et al., 2025).

5 Conclusions

This study has analyzed the added value of using a wind farm flow control strategy that combines wake steering with active450

wake mixing, with a specific focus on the helix technique. This combined strategy has demonstrated to increase substantially
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the power production of large-scale wind farms, achieving an AEP gain up to 1.98%, which exceeds the gains of 1.68% and

1.15% obtained individually for wake steering and the helix, respectively.

An increase in wind direction uncertainty has resulted in a significant drop in performance for all the different control

strategies. However, this detrimental effect is more evident for wake steering, whose gains in AEP decrease to 0.30% and455

0.07%, corresponding to an uncertainty of 2.5◦ and 5◦, respectively. On the other hand, the helix has registered a drop to

0.73% and 0.63% for the same values of uncertainty. The uncertainty in wind direction also affects the combined strategy,

resulting in AEP gains of 0.88% and 0.67%, depending on the magnitude of the uncertainty. This outcome is a consequence

of the high gains provided by wake steering for few favorable conditions and the high robustness of the helix with respect to

wind direction uncertainty together with its applicability when multiple misaligned downstream turbines are present. However,460

such performance would require some turbines to operate under a WFFC strategy up to 60 % of their operation time, raising

concerns on its actual feasibility. A multi-objective approach that balances the control effort with the increase in the power

production has been adopted for the optimization of the control variables. For a wind direction uncertainty of 2.5◦, the control

operation time can be reduced to 22.0% while keeping the AEP gain to 0.80%.

This analysis has been enabled by the development of a tailored algorithm named MSR, which has been developed with the465

scope of providing high flexibility to the user, both in terms of control strategies and optimization objectives.

However, these results are based on recent wake models used for wind farm simulation, which are associated with notable

uncertainties. Future research could diminish such uncertainty through a more extensive validation of the engineering models

for active wake mixing, performing LES for large-scale wind farms, wind tunnel tests, and/or field experiments. Moreover,

a wider variety of flow conditions could be simulated, providing comprehensive lookup tables of optimal control settings,470

depending also on parameters such as turbulence intensity or veer. Lastly, the full potential of this framework could be exploited

by extending the analysis to the combination of more control strategies, e.g. including turbine derating, and more objectives,

for instance related to structural, financial, environmental, ecological, and/or social aspects.

Code and data availability. https://github.com/matteobaricchi/msr

Appendix A: Description and tuning of the turbine and wake models475

This appendix provides a description of the Empirical Gaussian wake deficit and deflection models, as well as the tuning

procedure used for the turbine and wake models.

A1 Description of the Empirical Gaussian model

The Empirical Gaussian model adopted in this study is extensively described in FLORIS documentation (National Renewable

Energy Laboratory, 2024a), however, the main equations are reported here as well.480

The normalized wind speed at the point (x,y,z) is expressed as

21

https://doi.org/10.5194/wes-2025-265
Preprint. Discussion started: 8 December 2025
c© Author(s) 2025. CC BY 4.0 License.



u

U∞
= 1−C · exp

[
− (y− δy)2

2σ2
y

− (z− δz)2

2σ2
z

]
(A1)

where the scaling factor C of the Gaussian curve and the lateral wake width σy depend on the downstream position x of the

point at which the wind speed is evaluated, and are modeled as

C =
1

σ2
0,D

·
(

1−
√

1− σy,0σz,0CT

σyσz

)
, (A2)485

and

σy(x) = σy,0 +

x∫

0

[
n∑

i=0

ki · l[bi,bi+1)(x
′) +wv ·Mj(x′)

]
dx′ , (A3)

respectively. The vertical wake width σz is defined similarly to σy , hence following Eq. (A3). δy and δz indicate the lateral

and horizontal wake deflection, respectively, and depend on the downstream position x. CT indicates the thrust coefficient,

whereas σ0,y and σz,0 represent the initial wake widths at the turbine location. A feature of this model consists of assigning490

multiple wake expansion coefficients ki at different downstream positions defined by the breakpoints bi. The transition between

different ki values is smoothed using the function l.

The wake-induced mixing factor M is modeled as

Mj =
∑

i∈T up(j)

Aijai
xj−xi

D

+
βp

d
, (A4)

dependent on the induction factor a, the area overlap A between turbine wakes and their relative downstream distances495

normalized with the rotor diameter D, but also by the helix amplitude β and the tunable coefficients p and d. Yaw-added

mixing is neglected in this study.

Lastly, the wake deflection caused by the yaw misalignment γ is modeled as

δy =
kdef ·CT · γ
1 +wd ·Mj

ln
( x

D − c
x
D + c

)
, (A5)

with kdef , wd, and c indicating tunable coefficients.500

A2 Tuning of the turbine and wake models

This section describes the tuning process adopted to determine the values of the several coefficients mentioned in the description

of the turbine and wake models.
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Table A1. LES settings adopted for the tuning process.

Domain settings

Domain size Lx×Ly ×Lz = 4.48× 4.48× 1.28 km3

Cell size (base) ∆x×∆y×∆z = 10 × 10 × 10 m3

Cell size (refined) ∆xr ×∆yr ×∆zr = 5 × 5 × 5 m3

Refinement size Lx,r ×Ly,r ×Lz,r = 2.8× 1.12× 0.6 km3

Precursor settings

Infow wind speed U∞ = 10 m s-1

Infow wind direction ϕ = 240◦ (south-west)

Simulation length tLES = 36000 s

Time step ∆t = 0.5 s

Surface roughness z0 = 0.001

Turbulence intensity I = 3–6%

Shear coefficient α = 0.1

Wind veer ϕ = 5◦

Inversion height zi = 700 m

Inversion strength ∆θ = 2.5 K

Inversion thickness ∆h = 100 m

Lapse rate Γ = 1 K km-1

Wind turbine simulations

Simulation length tLES = 4200 s

Time step LES ∆tLES = 0.05 s

Time step OpenFAST ∆tOF = 0.01 s

Turbine diameter D = 283 m

Blade epsilon ϵ = 2∆xr = 10 m

Rotor approximation Actuator Line Method

Turbine spacing d = 4.5D

The tuning procedure is based on a dataset obtained through multiple simulations performed with the LES solver AMR-

Wind (Kuhn et al., 2025), which has been coupled with the aeroelastic simulator OpenFAST (National Renewable Energy505

Laboratory, 2024b) to model a wind turbine’s response. The simulations were run with a conventionally neutral boundary layer

at turbulence levels similar to those found at the North Sea. Multiple cases were simulated, covering different control strategies

and layouts. An overview of the LES settings and the simulation cases are provided in Tables A1 and A2.

The tuning process has been decomposed into six sequential steps to improve its efficiency. Each of them involved a specific

component of the wind farm model and a limited number of coefficients. These tuning phases have been executed in the510

following order:
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Table A2. LES cases adopted for the tuning process, specifying the number of turbines (NWT), control settings (γ,β), and whether they

were used for tuning the turbine or the wake model.

Simulation case NWT Control settings Tuning purpose

Loss coefficients 1 β = {0◦ : 0.5◦ : 5.5◦} Turbine model

Baseline 1 γ = 0◦, β = 0◦ Wake model

Helix A2 1 γ = 0◦, β = 2◦ Wake model

Helix A3 1 γ = 0◦, β = 3◦ Wake model

Helix A4 1 γ = 0◦, β = 4◦ Wake model

Wake steering (+) 1 γ = 20◦, β = 0◦ Wake model

Wake steering (-) 1 γ =−20◦, β = 0◦ Wake model

Baseline array 3 γi = [0◦,0◦,0◦], βi = [0◦,0◦,0◦] Wake model

Helix array A3 3 γi = [0◦,0◦,0◦], βi = [3◦,0◦,0◦] Wake model

Helix array A4 3 γi = [0◦,0◦,0◦], βi = [4◦,0◦,0◦] Wake model

Wake steering array 3 γi = [15◦,18◦,0◦], βi = [0◦,0◦,0◦] Wake model

1. Turbine model (a,bP , cP , bT , cT )

2. Wake deficit model: one turbine (σ0,D,k1,k2)

3. Wake deficit model: multiple turbines (wv)

4. Wake deficit model: active wake mixing (p,d)515

5. Wake deflection model: one turbine (kdef , c)

6. Wake deflection model: multiple turbines (wd)

The results of the tuning process, i.e. the obtained values of the coefficients introduced by these models, are summarized in

Table A3.

The turbine model is tuned by fitting the thrust and power loss ratios, defined as CT /CT,BL and P/PBL, respectively, to the520

corresponding data for different values of β, using the scipy function curve_fit. The results of this tuning phase are included

in Fig. A1. The well established decreasing trend is observed as the amplitude increases, in alignment with the data obtained

from OpenFAST/LES. In these plots, the curve obtained using the default coefficients available in FLORIS is also included,

highlighting the importance of repeating the tuning process of these models for the specific case study.

For the tuning of the wake deficit and deflection models, the horizontal velocity profiles at hub height and multiple down-525

stream distances are considered. Specifically, the scipy function least_squares is used to minimize the residuals between the

cube values of the velocities, as a proxy of the power. Figures A2 and A3 describe the fit of the wake model with the LES

data. Whereas Fig. A2 refers to the wake of only one turbine, Fig. A3 demonstrates the ability of the model to estimate the
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Table A3. Tuning coefficients of turbine and wake models.

Name Symbol Value Unit

Helix amplitude exponent a 1.907 [−]

Helix b coefficient (power) bP 1.376 · 10−3 [−]

Helix c coefficient (power) cP 4.02 · 10−11
[
kW−1

]
Helix b coefficient (thrust) bT 8.371 · 10−4 [−]

Helix c coefficient (thrust) cT 5.084 · 10−4 [−]

Initial wake width σ0,D 0.3042 [m]

Wake expansion coeff. ( x≤ 10D) k1 0.01213 [−]

Wake expansion coeff. ( x > 10D) k2 0.008 [−]

Mixing gain velocity wv 0.2119 [−]

Active wake control exponent p 1.119 [−]

Active wake control denominator d 137.2 [−]

Deflection gain kdef 2.098
[
mdeg−1

]
Deflection rate c 12.02 [−]

Mixing gain deflection wd 0.0 [−]
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Tuned coefficients for IEA 22 MW
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(a) Power loss comparison.
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(b) Thrust loss comparison.

Figure A1. Comparison between the tuned turbine model and the OpenFAST/LES data for both (a) power loss and (b) thrust loss for different

helix amplitudes. The functions obtained with the default coefficients available in FLORIS are also included.

wake caused by multiple turbines. In both cases, different operation modes are shown, including baseline, wake steering, and

helix control. Whereas the wake characteristics of a single turbine can be fairly replicated by the model, in case of multiple530

turbines the error with the higher-fidelity data increases. Overall, the main trends can be captured by the engineering wake

model, enabling a realistic estimation of the effect caused by the control strategy.
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Figure A2. Wind speed deficit modeled using the Empirical Gaussian model and LES data, considering no control (“baseline”), wake steering

and helix control, shown for down-stream distances of 4D, 6D, and 8D. The plots refer to one-turbine simulations.
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Figure A3. Wind speed deficit modeled using the Empirical Gaussian model and LES data, considering no control (“baseline”), wake steering

and helix control, shown for down-stream distances of 7D, 8.5D, and 11.5D. The plots refer to the simulations of three aligned turbines

simulations, with a spacing of 4.5D.
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Appendix B: Description of the Multi-strategy Serial-Refine (MSR) optimization algorithm

This appendix gives a comprehensive description of the optimization algorithm named Multi-strategy Serial-Refine (MSR)

developed during this study. As mentioned in Sect. 2, the MSR has been designed to optimize multiple control strategies535

within a wind farm, aiming to maximize a generic objective function. The structure of the MSR is described in Fig. B1, where

different blocks are highlighted.

First, an objective function f to maximize is defined. This is treated by the MSR as a black-box function that depends on the

control variables contained in the two-dimensional control matrix C, where the dimensions represent the different turbines and

control strategies, respectively. The black-box nature of this function ensures that the algorithm remains entirely independent540

of specific solvers such as PyWake or FLORIS, thereby providing the user with a high degree of flexibility. Moreover, multiple

objectives can be combined within this function, as implemented in this study. Overall, the goal of the algorithm is to find the

optimal control matrix, denoted by Copt, which provides the objective function value fopt.

As mentioned in Sect. 2, the Nwt wind turbines are sorted in downstream order based on the wind direction and the algorithm

iterates over each turbine Nstep times. These iterations are indicated by the for loops included in Fig. B1. Compared to SR,545

where only the yaw angles are optimized at each turbine iteration, in the MSR the N different control strategies are optimized

through parallel separated optimization blocks. The outputs of these modules are then processed by a coordination block after

each turbine iteration, and by a refinement block after the termination of each step.

Algorithm B1 describes an example of an optimization block for turbine i and strategy j, which produces as output a

temporary objective function value fopt,j and a temporary optimal control matrix Copt,j . Moreover, this block updates the550

ij-th element of the selected control matrix Csel, which is the matrix that stores the optimal control values for all turbines

and strategies neglecting any constraints of exclusivity between the strategies. First, the value of the objective function fopt

Figure B1. Structure of the Multi-strategy Serial-Refine (MSR) optimization algorithm.
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obtained from the previous iteration is copied into a temporary copy fopt,j . Second, the control values Cvalues,test of the

strategy j that will be tested in this iteration are calculated. The vector Cvalues,test is computed by adding the offset values

Coffset,j obtained from the refinement block to the selected control value of strategy j obtained in the previous iteration for555

turbine i, i.e. the ij-th term of Csel. The values of Cvalues,test are then constrained by enforcing the lower and upper bounds

[cmin,j , cmax,j ] provided by the user. Analogous to the SR, the values contained in Cvalues,test are used to update the ij-th

term of the control matrix Copt, obtaining a new control matrix Ctest. In case the strategy j is appointed as exclusive, the

control values of any other strategy contained in the i-th row of Ctest are set to 0. This step has been expressed through the

Kronecker delta in Algorithm B1. Then, the objective function value ftest is calculated based on Ctest and if it guarantees560

better performance, the algorithm updates Copt,j , fopt,j , and the ij-th element of Csel

Repeating this procedure for all the different control strategies, N temporary objective function values fopt,j and optimal

control matrices Copt,j are obtained. These are processed by the coordination block, which selects the best-performing Copt,j

by comparing the fopt,j values and then updates fopt and Copt accordingly. Lastly, the refinement block updates the offset

values Coffset,j for each strategy. Specifically, after each step, the search space of the optimal control variables is restricted565

around the temporary values found in the previous iteration. This is achieved by decreasing the range of the offsets that

determine the value adopted for each turbine, similar to the traditional implementation of the SR.

A key feature of the algorithm is the use of the selected control matrix Csel, rather than Copt, i.e. the output of the coordi-

nation block. This choice improves the optimization process by retaining temporary optimal control values, preventing them

from being lost when control strategies are exclusive. Specifically, when strategies are exclusive, all elements of the i-th row of570

Copt are zeros except for the element corresponding to the best-performing strategy at that iteration. Therefore, if the refine-

ment stage were based directly on Copt, the Cvalues,j of the other strategies would remain clustered around zero during the

next steps. This would make the first iteration extremely influential. By instead relying on the selected control values of each

strategy during the refinement, the algorithm is able to explore the design space more thoroughly, especially when two local

optima correspond to different strategies, without prematurely converging to the strategy that guaranteed the best performance575

in the first iteration.

An example is depicted in Fig B2 to facilitate the comprehension of the MSR algorithm. The example refers to a wind farm

consisting of three turbines, for which the MSR algorithm is used to optimize the WFFC operation when the wind direction is

set to 270◦, i.e. wind coming from the left of the plot. Wake steering and the helix are the control strategies considered in this

example, namely N = 2, and they are considered to be exclusive. The number of steps Nstep and Nvalues are set to 2 and 3,580

respectively. The bounds for the yaw angles are [−30◦,30◦] while the helix amplitude is limited in the range [0◦,5◦].

The algorithm sorts the turbines in downstream order, thus identifying turbines 1, 2, and 3, as shown in the figure. Then, the

algorithm iterates over turbine 1, testing 3 values of yaw angles, namely [−30◦,0◦,30◦]. The bounds [−30◦,30◦] are enforced,

but in this case no modification is required. The value 30◦ yields the best performance, hence it is assigned to the selected

control matrix Csel. Similarly, the values [0◦,2.5◦,5◦] are tested for the helix. After checking that the bounds are satisfied, the585

value 5◦ is selected as the best-performing, thus assigned to Csel. The selected yaw angles and helix amplitude are indicated in

the figure by the underline. Since the two strategies are exclusive, either wake steering or the helix can be applied to turbine 1.
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Algorithm B1 MSR: Optimization of the strategy j and the turbine i.

fopt,j ← fopt

Cvalues,test←Csel [i, j] +Coffset,j

Cvalues,test←Cvalues,test constrained to [cmin,j , cmax,j ]

for cvalue←Cvalues,test do

Ctest←Copt

Ctest[i, j]← cvalue

if strategy j is exclusive then

for j′← 1 to N do

Ctest[i, j
′]←Ctest[i, j

′] · δjj′

end for

end if

ftest← f(Ctest)

if ftest > fopt,j then

fopt,j ← ftest

Copt,j ←Ctest

Csel[i, j]← cvalue

end if

end for

The objective function values obtained from the best-performing control variables, i.e. yaw angle of 30◦ and helix amplitude

of 5◦, are compared. In this case, the yaw angle of 30◦ outperforms the helix with an amplitude of 5◦, as indicated by the arrow

in the figure. Therefore, the optimal control matrix Copt is updated by setting the yaw angle to 30◦ and the helix amplitude to590

0◦. Then, the algorithm proceeds to turbines 2 applying the same procedure. In this case, the same values of optimal yaw angle

and helix amplitude are found, thus Csel and Copt are updated accordingly. Lastly, the first step of the algorithm is completed

by applying the same procedure to turbine 3, yielding optimal values of 0◦ for both yaw angle and helix amplitude.

The second step starts by refining the control values of turbine 1. Specifically, the values [15◦,30◦,30◦] and [3.75◦,5◦,5◦] are

tested for the yaw angle and the helix amplitude, respectively. These are obtained by applying an offset to the values contained595

in Csel for turbine 1, and by enforcing the corresponding bounds of each strategy. This last operation causes some values to be

repeated. In this case, a yaw angle of 15◦ and a helix amplitude of 3.75◦ are selected, with the latter outperforming the former.

Therefore, the first rows of Csel and Copt are set to [15◦ 3.75◦] and [0◦ 3.75◦], respectively. Then, the same procedure is

applied to turbine 2. The same values of control variables are selected, setting also the second row of Csel to [15◦ 3.75◦].

However, the objective function value is higher when a yaw angle of 15◦ is applied to turbine 2 than a helix amplitude of600

3.75◦, thus the second row of Copt is set to [15◦ 0◦]. Lastly, the algorithm iterates over turbine 3, whose selected and optimal

control values are all equal to 0◦ for both strategies. Therefore, the optimal control strategy yielded by the MSR algorithm in

this example consists of:
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Figure B2. Example of the MSR working principle for three turbines with a wind direction of 270◦, i.e. wind coming from the left of

the figure. At each step and turbine, the underline indicates the selected control value for every strategy while the arrow shows the best-

performing control value among different strategies.

– Turbine 1 operating the helix with an amplitude of 3.75◦

– Turbine 2 applying wake steering with a yaw angle of 15◦605

– Turbine 3 executes none of the two strategies

This example highlights the importance of using Csel instead of Copt to calculate the values of the control variables tested

at each iteration. In the first step, the optimal control variables obtained for turbine 1 are a yaw angle of 30◦ and a helix

amplitude of 0◦, due to the better performance of wake steering with respect to the helix for the tested values. In the second

step, the situation for turbine 1 is reversed: the helix with an amplitude of 3.75◦ outperforms wake steering for the tested values.610

However, in case the values of Copt obtained after the first step were used to refine the helix amplitudes tested in the second

step, that would have resulted in testing [−1.25◦,0◦,1.25◦]. Therefore, the optimal helix amplitude value of 3.75◦ would not

have been tested, thus probably obtaining the yaw angle of 15◦ as the final decision for turbine 1, leading to a sub-optimal

solution.
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