
AC – 2nd Round of WES-2025-31 Manuscript Submitted on 01 Mar 2025 
We sincerely thank both reviewers for their thoughtful and constructive feedback. In response to 
their comments, we have made several substantial revisions aimed at improving the overall 
structure, clarity, and readability of the manuscript. The key modifications are summarized as 
follows: 

• A new section titled “Problem Statement” has been introduced between the Methodology 
and Results sections. This section provides a clearer narrative by outlining the available 
experimental dataset, describing the general hyperparameter setup of the models, and 
presenting the rationale behind the selected anomaly detection criteria and their variations. 

• The previously included subsection on “variation of anomaly detection criteria 
combination to the accuracy of the models” has been removed. The relevant results and 
insights are now integrated directly into the revised Results and Discussion sections for 
improved coherence. 

• Tables 1 and 2 from the earlier manuscript have been consolidated and replaced with a 
single, more comprehensive table. This new table summarizes all models evaluated across 
different datasets and experimental conditions and is discussed in depth in the updated 
Discussion section. 

• The sensitivity study subsection has been removed as a standalone section and its contents 
have been redistributed across relevant parts of the Results and Discussion sections. 

• A new Results subsection has been added to present model performance under a series of 
synthetically introduced anomalies. This addition supports a broader evaluation of model 
generalization and robustness across different fault scenarios. 

 

RC1 

1. Language and Grammar: 

   - Par 25: Some sentences contain grammatical errors and awkward phrasing, making it 
challenging to understand the intended meaning. For instance, the use of the term "acute 
care" in a technical context is not entirely appropriate. I suggest replacing it with more 
suitable phrases such as "careful handling" or "close attention," depending on the tone you 
want. 



A) Thank you. The language is enhanced throughout the manuscript. Next is a screenshot of the 
delta file – explaining changes between first and second submission – with the specific change 
highlighted as requested). 

 
 
   -There are a few instances where the text contains repetitive expressions, such as "as a 
consequence..." and "consequently," within the same paragraph. Reducing repetition will 
help enhance readability. 

A) We thank the reviewer for their comment. Here’s an updated version: 

 
- Par 25. There are sentences that need to be fixed, for example, the sentence starting with 
"Furthermore" should read "Furthermore, due to tight mass considerations, particularly 
for floating models, system redundancy in the case of equipment malfunctions is generally 
not implemented, as noted by Parker (2022)." 

A) The overall language is improved as follows: 



 
 
- Par 150 is really difficult to understand (Especially the sentence starting with "The 
combinations..").  Both in terms of English and some parameters, such as DE|E and DE&E 
conditions, are not clearly explained. 

A) This is now further enhanced under the “Problem statement” section: 

We’ve added the: ∨ and ∧ symbols to describe logical (or) and logical (and) mathematically. 

 
- Par 160: FOR is written in capital.  The sentence "As is...." Should be rewritten. 

A) This paragraph has been omitted. 
 
- Par 165: No verb in the first sentence. 
A) This paragraph has been omitted. 
- Par 190: Sentence "This work ...." should be rewritten. 

A) We thank the reviewer. The paragraph is rephrased as such: 



 

2. Clarity and Technical Accuracy: 

   - Par 35: In some sections, the explanation of velocity measurement as a vibration-based 
monitoring technique is not entirely clear. A more detailed rationale or supporting reference 
would improve comprehension. 

 
A) We have clarified the explanation of vibration-based monitoring techniques, particularly the 
use of velocity measurements, by referencing ISO 10816-21, which recommends evaluating 
vibration amplitudes using the root mean square (RMS) of velocity or acceleration signals. The 
paragraph has been revised accordingly for improved clarity, and additional supporting references 
have been incorporated to strengthen the discussion: 

 

- Par 95: What does rotating a matrix mean?  Do you mean transposing it?  Needs to be 
clarified. 

A) This section is revised and further explained as follows: 



 
- Par 130:  Information given here is mentioned earlier and is repeated here.  This reduces 
the rigor, conciseness, and precision of the entire text.  
A) Rephrased

 
   - Tables 1 and 2 have a central importance to the paper. But they are not adequately 
explained or referenced in the text.  They should be explained and discussed 
thoroughly.  Providing more context, especially when discussing essential results or 
comparisons, would enhance the reader's understanding. 
A) Agreed. First, a new table describing dataset usage for the models is discussed in Problem 
statement: 



 

This is important to help the reader understand the differences between the datasets used in the 
paper. Table 1 is further explained in the text in the problem statement section: 

 

After we performed all the analysis, we summarized it all in Table 2: 



 

We explained the main findings thoroughly in the discussion session. 

 

Additionally, we added a new figure that compares anomaly/non-anomaly events and the ability 
of the models to predict those events for all datasets tested and various anomaly conditions criteria: 



 

 
- Uncertainty estimates for the P, R, and FI in Tables 1 and 2 would definitely help the 
technical rigor of the paper.  For example, those parameters are given with 3 decimal 
resolution.  Can this be justified? 

A) Uncertainty quantification was considered out of scope for this publication but an 
interesting point for future research discussion. There is no justification to the choice of 
decimals resolution selected (2 decimal resolution in the new manuscript). 

 
- Par 170: Increased frequency would help to make a faster detection, not reduced. 

A) Correct. This is now reflected in Figure 12. 



 

 
3. Structural and Visual Presentation: 
 
   -The arrangement of the three graphs in Figure 9 can fit in a single line, which would 
help in better page management and improve readability. 

A) That figure has been removed and replaced with a simple version in Figure 12. 

4. Additional Considerations: 
 
   - It would be valuable to discuss the physical or mathematical reasons behind why the 
1PC model performed better in anomaly detection. 

A) This is now further discussed in the discussion section. The newly introduced analysis (section 
4.2 in the new manuscript) helped generalize the conclusion we reached. Also the discussion has 
shifted from saying 1PC is always performing better in anomaly detection into more detailed 
difference between the two variations. Namely, 1PC has higher recall, and therefore, earlier 
anomaly detection but that can lead to over-detection. MPC, on the other hand, is more 
conservative approach and has less recall but has higher precision. This, however, can lead to more 
delay in the anomaly recall and some detection latency. Therefore, each has advantages and 
disadvantages.  

  



RC2 

1) Details and example of data-preprocessing with time-series signals, idle sensors and 
exact data cleaning method used for at least one representative case. What channels are 
used and why were they picked. 

A) Section 2.4 in the new manuscript provides a description of the numerous measurements and 
data channels used in the analysis presented in the paper as well as some data pre-processing that 
took place. For instance, we explained the standardization method for scaling, provide correlation 
matrix between channels of interest, and covariance loadings matrix after performing PCA: This 
is a screenshot of the delta file (difference between old and new manuscript): 



 



We also provided full description of the pre-processing analysis used to determine threshold values 
for multiple principal component model (Figure 8 in the new manuscript). Additionally, in the new 
problem statement section, we explained in high detail the various dataset (cases) used in the 
analysis along with a description of the channels used in building the models and two plots that 
show time series variations in signals from datasets used in training/testing: 

 

 



2) Training - testing methodology: Type and size of RNN model used, time / resources 
needed for training. 

A) Section 3 in the new manuscript also provides full description now of the 
training/validation/testing methodology and the type, size, and hyperparameters of the models 
being used:  

 

 

3) How many different faulty and non faulty cases are considered in simulation and how do 
1PC and MPC compare in terms of false positive and negative detection. If this has not 
been studied yet, please add comments about this and/or add this as future work. 

A) We divided the results section to include: 
1) testing under healthy dataset: 



 

2) testing under synthetically introduced anomalies: 

 



3) and the previous pre-strike anomaly case (actual anomaly): 

 

We then aggregated all these analysis in the discussion section into a single bar plot that shows all 
true positives, false negatives, false positives, and true negatives events for all these different cases: 

 



This figure simply illustrates how the models were able to classify faulty and non-faulty 
conditions and how they compare to one another for various datasets tested: 

 

This analysis is also described numerically in Table 2: 

 



It is very interesting to see how the two models vary in terms of recall and precision. Namely, 1PC 
has higher recall, and therefore, earlier anomaly detection but that can lead to over-detection. MPC, 
on the other hand, is more conservative approach and has less recall but has higher precision. This, 
however, can lead to more delay in the anomaly recall and some detection latency. Therefore, each 
has advantages and disadvantages. We are, therefore, shifting our language from specifically 
saying one model is better than the other and leaving it open to discussion. The newly introduced 
analysis (section 4.2 in the new manuscript) helped generalize the conclusion we reached. 

 


