
Response to Report #2 

This work proposes a PCA-LSTM anomaly detection approach for a lab-scale wind turbine 

failure detection. While the methodology is sound and demonstrates clear value, several 

technical details require clarification for improved reproducibility. 

1) The discussion of vibration-based condition monitoring in introduction seems misplaced since 

the approach used angular velocity, torque, and force measurements rather than vibration signals. 

Please clarify the relevance or consider focusing the literature review on multi-sensor anomaly 

detection methods more aligned with your methodology. 

We appreciate the reviewer’s comment on this. Our intention was not to emphasize vibration-

based condition monitoring techniques but rather to highlight that effective fault detection can be 

achieved using measurements already available in the system, such as angular velocity or torque 

measurements, without the need for additional sensors. We have revised the paragraph in the 

introduction to clarify this point and shifted the focus from vibration-based sensors and clarified 

our emphasis on multi-sensor anomaly detection methods that leverage existing control system 

data. We have added another citation regarding mutli-sensor fusion for anomaly detection that 

aligns more directly with the methodology used in this study. 

 
2) Please show absolute values in both correlation and covariance matrices in figure 4 for clearer 

interpretation. 

Figure 4 has been updated to show the absolute values 



 
3&4) Please maintain consistent terminology throughout the paper. Authors refer to RNN in lines 

113-115 but use LSTM elsewhere. Please consider using LSTM consistently to avoid confusion. 

Why choose MAE over MSE for reconstruction error? MAE can be less sensitive to outliers, but 

MSE might better capture the magnitude of deviations. Please justify this choice. 

Thank you for pointing this important distinction. We chose the mean absolute error (MAE) over 

the mean squared error (MSE) as our reconstruction error to reduce the model’s sensitivity to 

transient spikes or noise that may not necessarily correspond to actual anomalies. This allows the 

model to only detect sustained system variations from nominal behavior. With that said, we will 

consider incorporating a comparative analysis in possible future extensions of this work to 

further asses the impact of the choice of reconstruction error metric. In the meantime, we have 

added a justification to the use of MAE in the manuscript as follows:  

 
5) Please specify the input sequence length for the LSTM model. 

The input sequence length is specified in the manuscript as a look-back to prediction ratio of 

n/m=10, corresponding to a look-back window (input sequence length) of 10 timesteps for a 1-

step prediction horizon. To improve clarity, we have now explicitly stated the input sequence 

length in the text. 



 

 

6) Given the standardization approach in equation 1 where data is normalized to mean zero and 

standard deviation of one, and considering that synthetic anomalies are created by amplifying 

monitored signals, a fundamental question arises: if both training healthy data and anomalous 

test data are normalized to the same scale, how can the resulting deviations be detected by the 

model? Please clarify in this regard. 

We appreciate the reviewer’s thoughtful question. To clarify, the standardization procedure 

described in Equation 1 is applied using the mean and standard deviation computed from the 

healthy training dataset only. The resulting scaler is then stored and applied to transform all 

subsequent input data (could be healthy or anomalous), prior to PCA projection (the PCA 

transform, not to be confused with scaler transform) and prediction. This ensures that deviation 

from the distribution of the healthy training data are preserved and detectable. We have updated 

the manuscript to explicitly state that the standardization model (scaler) is fitted once on the 

training data and reused for transforming new data. 

 
7) According to figure 11, it seems 1PC outperforms MPC despite MPC containing all 

information from 1PC plus additional components. Please investigate whether certain channels 

hinder rather than help anomaly detection, as this would strengthen the proposed methodology's 

motivation. 

We believe the reviewer is raising an interesting point of view. In the manuscript, we clarified 

that the anomaly was introduced in the tower base signal, which has a relatively strong loading in 

PC1. This likely contributed to 1PC performing better than MPC despite having MPC containing 

all information from 1PC plus additional components. This is because this added information can 

dilute the influence of specific anomalous channels, especially when the anomaly is strongly 

represented in the leading component but has minimal contributions in subsequent components. 

Conversely, if an anomaly were introduced in a channel with weak or near-zero loading in PC1, 

its detection would likely require the inclusion of additional components. Thus, while MPC 

offers broader coverage across the feature space, it may also distribute the reconstruction error in 

a way that reduces sensitivity to certain localized anomalies. Therefore, the use of additional PCs 



may become necessary to capture anomalies in channels that do not have high loading in PC. 

Deeper investigation into how channel loadings influence anomaly detectability is an interesting 

direction for future research. 

That said, we also note that in a physically coupled system such as the one studied here, 

localized anomalies may inherently manifest across multiple correlated channels due to system 

dynamics. As a result, even anomalies originating in channels with low PC1 loadings could still 

influence leading components via cross-correlations. 

 


