
Response to a Public Comment on WES-2025-42

Impact of atmospheric turbulence on performance

and loads of wind turbines: Knowledge gaps and

research challenges

Response to Etienne Cheynet
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Response to Etienne Cheynet

We thank Prof. Cheynet for his comprehensive evaluation of our paper and valu-
able suggestions. The comments shown in blue font have been carefully consid-
ered, with our responses provided in magenta font and modified text shown in
red font below. For context, unmodified text is shown in black font.

Point 1: Definition of turbulence

It may be worthwhile to provide a clear definition of turbulence in this sec-
tion. In wind turbine design and micrometeorology, turbulence is typically
understood as three-dimensional and is clearly delineated by the spectral gap;
motions on the low-frequency side of this gap are generally considered “non-
turbulent” However, in mesoscale meteorology, such non-turbulent motions are
sometimes described as two-dimensional turbulence. These differing definitions
may create confusion for readers from diverse research backgrounds. It could be
useful to clarify whether the analysis follows one convention or recognizes both.
This could be done by referencing established literature or explaining how each
definition applies within the context of the study.

To more clearly define the scope of the review we have expanded the following
sentence in the introduction to more clearly define turbulence within the context
of the manuscript:

When considering turbulence impact on wind energy we adopt a
broad view of atmospheric turbulence that is not focused only on ir-
regular, chaotic, three-dimensional, small-scale motions in an ABL,
but also includes larger-scale atmospheric forcings associated with
quasi-geostrophic turbulence (e.g., Charney, 1971) and mesoscale
phenomena (e.g., Lilly, 1983) that modulate turbulent flows in the
ABL. Considering quasi-geostrophic turbulence is motivated by re-
sulting ABL turbulence deviating from commonly made assumptions
of stationarity, homogeneity, and Gaussianity.

Point 2: Abstract

The sentence “Large-scale atmospheric circulations modulate the boundary layer
turbulence, characterized by coherence and intermittence” appears to combine
concepts that are not typically treated within the same theoretical framework.
For example, coherence ( 6= coherent structure), a two-point statistical measure,
used in signal processing, is typically applied under assumptions of stationar-
ity and homogeneity. However, “intermittence” refers to transient events with
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sometimes extreme deviations from stationarity. These concepts do not com-
fortably coexist, and their combination here appears arbitrary. A clearer and
safer formulation might be: “Large-scale atmospheric circulations and Earth
surface characteristics modulate boundary layer turbulence.”

We did not modify the sentence “Large-scale atmospheric circulations modulate
the boundary layer turbulence, characterized by coherence and intermittence.”
In atmospheric boundary layers and boundary layers in general turbulence and
coherent structures coexist and they are not independent of each other. Some of
the examples are convective eddies and horseshoe vortices. Therefore, coherence
and coherent structures are not independent concepts. Furthermore, coherence
can be defined in the context of non-stationary flow and does not require the
assumption of stationarity (e.g., Xue et al. 2025, GRL, 52, e2025GL114978.
https://doi.org/10.1029/2025GL114978).

Point 3: Manuscript organisation

The manuscript might benefit from a clearer structure based on the SGHET
framework (stationary, Gaussian, homogeneous, ergodic turbulence), which has
been used for wind turbine design. Sections 3.1 to 3.7 largely fall within this
framework and could be presented as representing the current paradigm. Sec-
tions 3.8 and 3.9 begin to move beyond SGHET assumptions, but the transition
is not clearly marked. Section 4 combines both SGHET-compatible and non-
SGHET phenomena without always distinguishing between them. Section 4.2
is particularly interesting, as it addresses sub-mesoscale motions that lie outside
the SGHET framework and are not accounted for in the idealized picture of a
spectral gap separating microscale turbulence from mesoscale flows. This spec-
tral gap is not always observed, suggesting potential coupling between scales.
This coupling is often neglected in structural loading, but one that could be im-
portant for large offshore wind turbine design. Framing the manuscript around
a progression from the SGHET framework to its limitations and potential ex-
tensions could improve clarity.

We have considered several approaches to organizing a complex topic treated
in the manuscript. Each of them had some advantages and disadvantages. We
agree that a possible organization of the manuscript could be by distinguishing
between the stationary, Gaussian, homogeneous, ergodic turbulence (SGHET)
paradigm that has been a dominant in analysis of turbulence impacts related
to wind energy and non-SGHET. However, in our opinion, significant disadvan-
tage of the proposed reorganization of the manuscript is that such organization
would result in an unbalanced manuscript since a non-SGHET paradigm for
wind energy applications is still in relatively early stage of the development.
Instead, throughout the manuscript we emphasis the need to move beyond the
SGHET framework.
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Point 4: Section 3.7 - Spectra and coherence

Within the SGHET framework, one-point spectra and coherence are the two
main turbulence statistics — and arguably the only ones needed for wind load
modelling. Indeed, turbulence intensity and integral length scales can be re-
trieved from the wind spectra. While there has been extensive work on mod-
elling one-point spectra over the past sixty years, the authors have chosen to
focus on a limited subset.

I tested the Tchen-Mikkelsen model a few years ago but could not reproduce the
published results, despite the model’s simplicity and appeal. Based on a private
communication with Prof. Mikkelsen over six years ago, I believe there may
have been an issue with the formulation of the equations in their original paper.
I am not sure whether this has since been corrected. It is worth noting that
Hu et al. (2018) also reported systematic deviations from the Kaimal model in
the inertial subrange when using the Tchen-Mikkelsen formulation, which, by
design, should not occur.

The final paragraph of Section 3.7 introduces the Davenport coherence model,
a foundational contribution that perhaps deserves its own equation number and
a proper citation to Davenport (1962). The value of the decay coefficient re-
ported in line 273 (a ≈ 60) appears erroneous. Panofsky and Dutton (1984)
reported values more typically in the range of a ≈ 12–15. The decay coefficient
itself depends on the velocity component, atmospheric stability and the type
of separation (longitudinal, vertical, or transverse). Bowen et al. (1983) also
document a dependency on the separation distance and measurement height,
which was also observed at the FINO1 platform (Cheynet, 2018). Solari and
Piccardo (2001) provide a helpful overview of this parameter.

It is important to recall that the Davenport model was developed specifically
for microscale turbulence, and decay coefficients reported in that context should
be interpreted accordingly. While applying the Davenport model to mesoscale
motions is acceptable, comparing decay coefficients for mesoscale and microscale
motions, as done in lines 274–276 (page 13) does not make much sense (“com-
paring apples and oranges”).

The text was modified as suggested. Text about Tchen-Mikkelsen spectral
model was omitted. The equation for the magnitude of the coherence was added
as well as related Davenport (1962) reference. The text was also modified to
make sure that there is no intention to compare the Davenport model param-
eters between fully developed 3D turbulence and quasi-geostrophic turbulence
(to avoid the appearance of “comparing apples and oranges”). The discussion of
coherence was expanded and now includes Davenport’s model as a standalone
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equation and the following text:

Davenport (1962) estimated the parameter a = 7 for separation
in both cross-wind and vertical directions. However, further studies
demonstrated that the parameter a is not constant but it depends on
the atmospheric stability (e.g., Panofsky and Mizuno, 1975). While
coherence analyses based on observations focused on mean wind di-
rection, Berg et al. (2016) demonstrated how turbulence-resolving
numerical simulations can be used to analyze coherence of three
velocity components. They compared simulated non-Gaussian ve-
locities to Gaussian fields and showed that their coherences are sim-
ilar and found that as the separation increases the largest coher-
ence switches from vertical to cross-wind component. While the
longitudinal coherence is less important for a wind turbine design
it is important for the turbine control (e.g., Schlipf et al., 2013).
Thedin et al. (2023) used turbulence-resolving simulation driven by
large-scale forcing derived from a mesoscale simulation to analyze
coherence of three velocity components in three spatial directions
and pointed to limitation of numerical simulations that do not re-
solve high-frequency fluctuations. For large-scale, quasi-geostrophic
turbulence Vincent et al. (2013) analyzed coherence as function of
separation and angle with respect to a mean wind direction using
observations and mesoscale simulations. They extended a form of
Davenport’s coherence model to large separations that represent the
coherence at mesoscale.

Point 5: Coherence vs coherent structures

I think it would also be helpful for the authors to clearly distinguish between
the terms “coherence” and “coherent structures”. Coherence is a correlation
function in the frequency space. It is a concept from signal processing used as a
statistical measure, for example, to characterize the spatial correlation of wind
velocity fluctuations. The coherence is used, among others, to generate spatially
correlated turbulent wind fields for aeroelastic codes. Coherent structures: a
more abstract term used to describe organized motions in a fluid. These terms
refer to fundamentally different concepts, though they are sometimes conflated
in the literature.

We have tried to make the distinction between coherent structures and coher-
ence clear throughout the manuscript. However, we do not agree that coherence
can be defined only within the SHGE turbulence framework (e.g. Chatterjee and
Peet, 2021, Physics of Fluids). We have also modified one of the recommenda-
tions to address this comment:

The characterization and quantification of effects of atmospheric sta-
bility, non-homogeneity, and coherent structures on turbulence non-
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stationarity, coherent structures its coherence, and length scales and
their impacts on the aerodynamic performance and wind turbine
loads is still lacking.

Point 6: Section 5

Maybe this section (atmospheric turbulence observations) could also be reorga-
nized around the concept of the SGHET framework. This section could address
the following question: which sensors allow for observations that go beyond this
framework?

This section discusses sonic anemometer measurements and draws a parallel
between Taylor’s hypothesis and the eddy-covariance method. However, this
comparison may risk some misinterpretation. The eddy-covariance method does
not inherently rely on Taylor’s hypothesis. It computes turbulent fluxes directly
from time series and does not convert temporal measurements into spatial ones.
In contrast, Taylor’s hypothesis is generally used to infer spatial statistics from
temporal data.

Section 5 should also make a clearer distinction between profiler lidars and
scanning lidars. These are different instruments with different purposes. In my
experience, this distinction is often overlooked. I have worked a little with scan-
ning lidars in complex terrain, coastal sites and offshore, with both long-range
pulsed and short-range continuous waves for the study of atmospheric turbu-
lence. In my experience, the main takeaway is that long-range scanning lidars
allow for qualitative analysis of turbulence. However, such lidars would struggle
to quantify turbulence, especially spectral statistics, which are more useful than
integral statistics. This is due to large probe volumes and low sampling frequen-
cies. Short-range scanning lidars (e.g., WindScanners) are more promising, but
unfortunately less commonly used and their useful scanning range is limited to
150-200 m.

Thus, section 5 could address a few more important knowledge gaps and re-
search challenges: (1) it could explain if and how remote sensing could help
move beyond the SGHET framework. (2) It could highlight key limitations of
scanning lidars: probe volume averaging that can be large, low sampling rate,
limited reliability, high cost, reduced performance if the flow across the probe
volume is heterogeneous, and the fact that they measure the along-beam com-
ponent only, which complicates the analysis of 3D turbulence.

The statement about Taylor’s hypothesis was modified to explicitly state that
the hypothesis is invoked when temporal measurements are used to infer spatial
correlations. We considered expanding the discussion about lidars, but decided
that this could lead to significant expansion of the manuscript beyond its current
scope.
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Point 7: On the turbulence intensity and its rel-
evance to wind loading

A common misconception in wind loading on structures (turbines, tower, bridges,
etc...) is that the turbulence intensity is based on the standard deviation of the
wind speed. For non-yawed turbines, it should be the standard deviation of the
longitudinal component. The IEC 61400-1 standard itself is ambiguous on that
point as it defines the turbulence intensity first based on the standard deviation
of the wind speed and later on, using the longitudinal wind velocity component.

For wind loading on structures, the turbulence intensity is, fortunately, not ab-
solutely necessary. Within the SGHET framework, only three wind statistics
are needed to generate a spatially correlated wind field: the mean wind speed,
the one-point velocity spectra and the coherence of turbulence. The turbulence
intensity can be directly retrieved from the velocity spectra and the mean wind
speed. In the Eurocode (EN 1991-1-4: Eurocode 1), the turbulence intensity is
defined based on the roughness length, which makes more sense from a mod-
elling viewpoint. However, if I remember properly, the Eurocode is only usable
for ultimate limit-state design (strong wind), for which the atmosphere is as-
sumed neutral.

Another weakness of turbulence intensity as a statistic is that it is inversely pro-
portional to wind speed. This property is not desirable for a non-dimensional
turbulence metric usable in wind loading. In my opinion, the possible over-
reliance on turbulence intensity in wind turbine design is a weakness of the
IEC standard. The turbulence intensity is a tricky quantity to use: it is widely
used, it is easy to measure and interpret, but has multiple definitions depending
on the user’s background. Finally, it has limited physical meaning and is less
informative than the velocity spectra. A possible alternative could be the use
of standard deviation profiles, which would depend on surface roughness, at-
mospheric boundary layer depth and thermal stratification of the atmosphere.
However, this would require new measurement techniques for validation, with
sensor heights extending beyond those of traditional mast-based observations.

Based on the comment, the following sentence was added to the first paragraph
of the subsection “Impact of Atmospheric Phenomena on Fatigue Loads:”

However, the IEC 61400 standard does not define turbulence inten-
sity consistently. First it defines it based on the wind speed and
later based on the longitudinal velocity.

Also, in the second paragraph we added the following statement:

By definition turbulence intensity is inversely proportional to wind
speed and therefore under certain extreme wind conditions, such as
downslope wind storms (Pehar et al., 2019), it is not a good predictor
of fatigue loads.
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Point 8: On the assumption of stationarity and
Gaussianity

In non-stationary (intermittent) flows, non-Gaussianity often arises as a direct
consequence of the lack of stationarity. Skewness and kurtosis are two commonly
used metrics to quantify deviations from Gaussian behaviour. They rely on the
assumption of stationarity. Therefore, their calculation in intermittent flows has
limited physical meaning. In other words, once the flow is non-stationary, tradi-
tional statistical moments may no longer be applicable, and alternative analysis
tools are needed. This raises two key questions: (1) Under which conditions
do we observe stationary, non-Gaussian flows in the atmosphere, and how do
they affect wind turbine loading? (2) Which tools can be used to study non-
stationary atmospheric flows in the context of wind turbine design?

The second question has started being addressed in wind engineering since the
2010s, where researchers often decompose the flow into stationary and non-
stationary components using tools such as empirical mode decomposition. Sim-
ilar approaches could be valuable for advancing wind turbine load analysis be-
yond the SGHET framework. Maybe I should clarify that the field of wind
engineering and wind energy are overlapping but distinct.

We disagree with the implication that intermittent flows are necessarily non-
stationary. Turbulent flows characterized by intermittency (long tail probabil-
ity distributions) can be stationary. This intermittency (of different turbulence
properties, e.g., velocity increments) is distinguished from global intermittence
observed in stably-stratified atmospheric boundary layers frequently a conse-
quence of breaking Kelvin-Helmholtz waves. We make the distinction between
turbulence intermittency and global intermittency clear at the end the subsec-
tion 3.6 “Statistical Hierarchy, Spectra, and Coherence”:

This statistical intermittency must be distinguished from the global
intermittency induced by large coherent structures such as, for ex-
ample, Kelvin-Helmholtz billows.

Point 9: On the Integral length scales (section
3.6)

Integral length scales (ILS) are useful in wind tunnel studies. For mast-based
measurements, ILS are typically estimated in the streamwise (x) direction. Fol-
lowing Panofsky and Dutton (1984), page 176, the use of ILS in atmospheric
studies should be avoided due to their lack of reliability. I tend to agree with
them. In my opinion, estimates of ILS are fairly reliable for the vertical velocity
component, but much less so for the horizontal components. As the authors
correctly point out, this is largely due to the influence of large-scale eddies on
the auto-correlation function. Obtaining better estimates would require a longer
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time series, but this can conflict with the assumption of stationarity, potentially
compromising the validity of the ILS estimation itself.

It can be noted that there are multiple methods to estimate the ILS, not lim-
ited to the use of the autocorrelation function. These methods can lead to quite
different values. For example, in wind engineering, the so-called von Kármán
spectrum uses ILS as an input parameter, which can be estimated by least-
squares fitting to measured power spectral densities. Overall, I think the section
could reflect more critically on the relevance of ILS for wind turbine design. Are
they truly useful? If they are not reliable, should we consider alternative length
scales? And if so, which ones? These are open questions, and while I don’t
claim to have clear answers, I believe they are important to raise.

ILSs are important in characterizing turbulence. They are parameters in IEC
spectral models. They are also used in turbulence modeling and therefore, at
least indirectly, relevant for wind turbine or wind farm design. We have added
the following text to the end of the subsection:

Related to sparsity of data needed to estimate ILSs is the challenge
to determine them from the data. Considering these challenges, a
different way to estimate relevant turbulence length scales would be
beneficial. LES can provide data needed to estimate all the integral
length scales. Stanislawski et al. (2023) used LES of aytime ABLs
under different atmospheric stability conditions to study the effect
of turbulent inflow ILSs on wind turbine loads. They found that
loads increase with increasing length scales. Hodgson et al. (2025)
analyzed LESs of a flow through a wind turbine array and concluded
that the power output of a wind farm depends integral lengths scales
of turbulent inflow.

Point 10: Section 8.1

Over the years, I have frequently seen authors refer to Kaimal et al. (1972) as
the source of both the so-called IEC-Kaimal spectral model and the exponential
decay model for coherence. However, a close reading of Kaimal et al. (1972)
shows that coherence was not investigated in that study. The foundational work
on turbulence coherence was conducted earlier by Panofsky and co-authors, as
well as by Davenport during the 1960s and 1970s. In addition, the one-point
spectral model presented in Kaimal et al. (1972) differs significantly from the
version adopted in the IEC standard.

Based on the comment the text was modified as follows:

... the Kaimal spectral (Kaimal et al., 1972) with the exponential
coherence model by Davenport (1961).
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Point 11: Lines 882–884

The statement that the IEC Kaimal model becomes height-independent above
60 meters is “not physically realistic” might benefit from a more nuanced phras-
ing. This height-independence is a reasonable simplification that reflects the
properties of the mixing layer. Above the surface layer, spectral characteristics
often no longer scale with height, and assuming continued height dependence
may be less realistic. Paradoxically, the IEC simplification may offer a more
accurate representation than surface-layer spectral models that enforce height
scaling throughout.

As can be seen from Figure 6 in the manuscript, the longitudinal integral length
scale of the streamwise velocity component varies with height computed based
on LES of a neutrally stratified ABL. This length scale is a parameter in Kaimal
spectrum as outlined in IEC standard where it is prescribed as constant above
60 m. Similarly, the longitudinal integral length scale of the streamwise velocity
in a stably stratified ABL also varies with height. We have modified the text to
qualify the statement:

...this assumption is not physically realistic for modern rotors, in
particular when operating in a relatively shallow stably-stratified
ABL.

Point 12: Lines 885–888

The logical connection between the two sentences in this paragraph seems
flawed. The sentence beginning with “However, wind turbines in the field are
subject to atmospheric turbulence...” appears to contrast with the previous sen-
tence describing how turbulence is simulated using stationary, Gaussian wind
fields. But there is no contradiction here. Simulations based on the SGHET
framework are intended to approximate atmospheric turbulence.

A formulation that corrects that issue and highlights the limits of the SGHET
framework would read as “According to IEC standards, standard industry tools
such as TurbSim (Kelley and Jonkman, 2007) and the Mann turbulence gen-
erator (e.g., Dimitrov et al., 2024) generate stationary homogeneous Gaussian
turbulent wind fields. While these models are widely used for design and sim-
ulation, actual atmospheric turbulence experienced by wind turbines can ex-
hibit strong nonstationarity and non-Gaussian characteristics, which may sig-
nificantly affect power output, structural loading, and fatigue life.”

We have rewritten the paragraph about TurbSim to more clearly distinguish
coherent structures included in TurbSim from random coherent turbulence as
follows:

Working towards this goal, researchers from NREL developed the
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TurbSim (Jonkman, 2009) stochastic inflow turbulence tool. This
tool has been developed to provide a numerical simulation of a
full-field flow that contains coherent turbulence the National Renew-
able Eenergy Laboratory (NREL) (Jonkman, 2009) implemented in
TurbSim a capability to include coherent structures that reflect the
proper spatiotemporal turbulent velocity field relationships seen in
instabilities associated with nocturnal boundary layer flows (e.g.,
breaking Kelvin-Helmholtz waves) and which are not represented
well by the IEC Normal Turbulence Models. TurbSim provides the
ability to efficiently generate randomized coherent turbulent struc-
tures produced by one of the non-neutral spectral models that are su-
perimposed on the more random background turbulent field charac-
terized by non-zero coherence as produced by one of the non-neutral
spectral models.

Point 13: Lines 897–902

The paragraph describing TurbSim may give a misleading impression regarding
its relationship to the SGHET framework. While the tool does allow for the
superposition of randomized coherent turbulent structures, the underlying tur-
bulence field is still generated within the SGHET paradigm. That is, it remains
stationary, Gaussian, and homogeneous, constructed from predefined spectra
and coherence functions. It is important to clarify that coherence structures are
always present in TurbSim-generated fields due to the use of a coherence func-
tion; this is not unique to the added structures. Coherent structures refer to or-
ganized, persistent patterns of motion. They can be turbulent or non-turbulent
motion. These structures are spatially and temporally correlated regions of the
flow, e.g. vortices, shear layers, or streaks, that carry a significant portion of
energy and contribute to the transport of momentum, heat, or scalars. Un-
like statistical coherence, which describes correlations between signals, coherent
structures are physical features within the turbulent flow.

The superposition of optional deterministic coherent structures can indeed help
represent flows beyond the scope of traditional models like the IEC Normal
Turbulence Model. In that sense, TurbSim offers a useful extension. Maybe the
paragraph could better distinguish between the base SGHET-generated field and
the additional non-SGHET structures. This clarification would help avoid con-
fusion regarding what constitutes a true move beyond the SGHET assumptions.

We agree that coherent structures are physical feature of a flow, and they can be
integral components of a turbulent flow, or they can modulate turbulent flows
(e.g. tropical cyclones). The coherence is a quantitative measure characterizing
turbulent flow. While coherence is commonly defined as a Fourier transform
of a correlation function it is possible to define coherence of an inhomogeneous
turbulent flow using different, local basis functions based on its physical mani-
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festation through correlation functions.

Point 14: Lines 912–923

The discussion on quad-coherence and its impact on wind loading is interest-
ing but appears somewhat speculative. As discussed in Cheynet et al. (2022),
quad-coherence typically may have little to no influence on wind loading when
linearized load models are used. Its relevance for nonlinear loading remains less
clear. A recent study by Wang et al. (2025) investigated the role of out-of-phase
fluctuations on wind-induced forces on floating bridges, which might offer some
insight here.

It is also worth noting that specific modelling of quad-coherence is not strictly
required for wind field simulation using the IEC Kaimal spectrum with expo-
nential decay. As shown in (eqs. 28-29 Cheynet et al., 2022), quad-coherence
can arise implicitly through the use of a complex exponential phase term in
the coherence function. This produces vertical quad-coherence but not lateral
quad-coherence unless yaw misalignment is introduced. Similarly, the uniform
shear model without blockage (Mann, 1994) also exhibits vertical but not lateral
quad-coherence.

Given this, it might be helpful to refine the paragraph to reflect that while quad-
coherence can be present and included in some models (like the Mann model),
its practical significance for wind turbine loading, particularly in standard de-
sign methodologies, remains uncertain.

The following text was added to address the comment:

The algorithm windSim4D developed by Cheynet et al. (2022) in-
cludes quad-coherence and relaxes Taylor’s frozen turbulence re-
quirement. Cheynet et al. (2022) indicated that quad-coherence does
not affect linearized wind load estimates.

Point 15: Lines 928–934

An important aspect to consider when combining mesoscale and microscale
motions is that such models generally assume the two scales are uncoupled,
relying on the presence of a clear spectral gap. If I remember well, the model
by Syed and Mann (2024) follows this assumption and was developed specif-
ically for neutral conditions; it may also be valid under stable stratification.
However, under convective (unstable) conditions, the separation between scales
often breaks down, and interactions between mesoscale and microscale motions
become apparent. In such cases, the assumption of scale independence may no
longer hold, and the applicability of this type of model becomes uncertain. I
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believe this limitation should be more clearly highlighted in the discussion, espe-
cially given the relevance of convective boundary layers in wind energy research.

The following sentence was added to address the comment:

Further developments are needed to include conditions when mesoscale
peak is not pronounced such as in the presence of mesoscale convec-
tive circulations.

Point 16: Section 8.3

I believe this is one of the most important sections of the manuscript and may
deserve further elaboration. A significant research gap in wind loading, par-
ticularly from a structural dynamics perspective, is the continued emphasis on
undisturbed, upstream flow conditions. In practice, many wind turbines — es-
pecially in large farms — operate in the wake of other turbines, where the flow
may not be stationary, Gaussian, or homogeneous. This calls for a move beyond
the SGHET framework commonly used in wind turbine design.

Most turbulence generators assume at least statistical stationarity or spatial ho-
mogeneity. However, in wind farm wakes, these assumptions are often violated,
raising the question of whether our current tools are still appropriate. There is
a clear need for new turbulence characterization methods that can account for
turbulence in the wake of turbines, particularly in the context of wind loading
and fatigue. While I am not an expert on FAST.Farm (I could misunderstand
it), it appears to offer a promising middle ground by capturing key wake dy-
namics and turbulence advection in a computationally efficient framework that
may be suitable for load analysis.

Following a comment by one of the reviewers we have removed subsection 8.3.
We agree that the topic of wake generated turbulence is important and deserves
significant attention. In fact, it is treated in another paper in preparation for
the Grand Challenges series. In this manuscript we focus on the atmospheric
boundary layer turbulence encountered by the first row of turbines.

Point 17: Section 8.6

I think this section should begin by clearly restating the prevailing paradigm
under which turbulence is used in wind energy, namely, the assumption of sta-
tionary, Gaussian, and homogeneous turbulence. Framing the conclusion around
this paradigm would help emphasize the need to move beyond it. Specific path-
ways for doing so, whether through new models, observational techniques, or
analytical tools, would make the call to action more concrete. As it stands, the
list of recommendations feels somewhat disjointed, and organizing it around a
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clear logical structure would significantly improve its clarity.

The list of recommendations is organized based on the current structure of the
manuscript (and not SGHET – non-SGHET structure) to emphasis the need
to consider the whole range of atmospheric scales of motion when addressing
turbulence impacts on power production and wind turbine loads. Therefore, the
list starts with the need to consider and observe mesoscale motions that modu-
late ABL turbulence followed by how they affect properties of ABL turbulence
when assessing impacts on wind farms, etc.

Point 18: Line 1185

The phrase “mesoscale-generated turbulence associated with low-level jets, con-
vective cells, convective rolls, and gravity waves” seems to conflate turbulence
with larger-scale organized motions. In wind engineering and micrometeorology,
such features are not considered turbulence themselves but rather mesoscale flow
structures that can interact with or trigger turbulence under certain conditions.
It may be helpful to clarify this distinction to avoid confusion between mesoscale
motions and (microscale) turbulent fluctuations.

To clarify the statement the phrase “mesoscale-generated turbulence associated
with low-level jets, convective cells, convective rolls, and gravity waves” was
modified to:

Mesoscale-generatedmodulated turbulence associated with low-level
jets, mesoscale convective circulations (convective rolls and convec-
tive cells), and gravity waves areis observed onshore and offshore.

Point 19: Line 1190

This line attempts to address multiple concepts: atmospheric stability, turbu-
lence characteristics, and turbine performance, in a single sentence, which results
in ambiguity. It also groups “turbulence,” “coherent structures,” and “length
scales” together in a way that conflates concepts at different levels. Turbulence
is a flow regime, coherent structures are organized motions that may or may
not be part of turbulent flow, and length scales are statistical measures used
to characterize turbulence. These should be more clearly distinguished, as they
represent different aspects of atmospheric dynamics.

The sentence was modified as follows:

The characterization and quantification of effects of atmospheric sta-
bility, non-homogeneity, and coherent structures on turbulence non-
stationarity, coherent structures its coherence, and length scales and
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their impacts on the aerodynamic performance and wind turbine
loads is still lacking.
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